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The manuscript of this book has gradually evolved from lecture notes for a two-term course presented by the authors to graduate students in the M.I.T. Department of Aeronautics and Astronautics. We shared with some colleagues a concern lest the essential content of classical aerodynamic theory—still useful background for the practice of our profession and the foundation for currently vital research problems—be squeezed out of the aeronautical curriculum by competition from such lively topics as hypersonic fluid mechanics, heat transfer, nonequilibrium phenomena, and magnetogasdynamics. We sought efficiency, a challenge to the enthusiasm of modern students with their orientation toward scientific rigor, and the comprehensiveness that can accompany an advanced point of view. Our initial fear that certain mathematical complexities might submerge physical understanding, or obscure the utility of most of these techniques for engineering applications, now seems unwarranted. The course has been well-received for three years, and it has made a noticeable impact on graduate research in our department.

We are able to offer a textbook that has successfully met its preliminary tests. We have tried to keep it short. Problems and extended numerical demonstrations are omitted in the interest of brevity. We believe that the instructor who essays the pattern of presentation suggested here may find it stimulating to devise his own examples. It is also our hope that working engineers, with a need for the results of modern aerodynamic research and a willingness to accept new analytical tools, will derive something of value.

There is no shortage of books on aerodynamic theory, so let us point to two threads which make this one certainly distinct and possibly an improvement. The first is the realization that the method of matched asymptotic expansions, developed primarily by Kaplun and Lagerstrom, provides a unifying framework for introducing the boundary-value problems of external flow over thin wings and bodies. Not always an unavoidable necessity nor the clearest introduction to a new idea, this method nevertheless rewards the student's patience with a power and open-ended versatility that are startling. For instance, as apparently first realized by Friedrichs, it furnishes a systematic, rigorous explanation of lifting-line theory—the only approach of its kind which we know. In principle, every approximate development carried out along this avenue implies the possibility of improvements to include the higher-order effects of thickness, angle of attack, or any other small parameter characterizing the problem.

Our second innovation is to embrace the important role of the high-speed computer in aerodynamics. Analytical closed-form solutions for simple flow models are certainly invaluable for gaining an understanding of the physical and mathematical structure of a problem. However, rarely are these directly applicable to practical aerodynamic configurations. For such, one usually has to resort to some approximate or numerical scheme. Theoretical predictions are becoming increasingly important as a practical tool supplementing wind-tunnel measurements, in particular for the purpose of aerodynamic optimization taking advantage of the gains to be realized, for example, by employing unusual plan-
form shapes or camber distributions, from imaginative use of wing-body interference, adoption of complicated multiplane lifting surfaces, etc. We have, accordingly, tried to give adequate prominence to techniques for loading prediction which go far beyond the more elegant solutions at the price of voluminous routine numerical computation.

The plan of presentation begins with a short review of fundamentals, followed by a larger chapter on inviscid, constant-density flow, which recognizes the special character of that single division of our subject where the exact field differential equation is linear. Chapter 3 introduces the matched asymptotic expansions, as applied to one situation where physical understanding is attained with a minimum of subtlety. Chapter 4 warns the reader about the limitations and penalties for neglecting viscosity, and also illustrates the Kaplun-Lagerstrom method in its most powerful application. Thin airfoils in two dimensions and slender bodies are then analyzed. Three-dimensional lifting surfaces are treated in extenso, proceeding from low to high flight speeds and from single, planar configurations to general interfering systems. Chapter 12 attacks the especially difficult topic of steady transonic flow, and the book ends with a brief review on unsteady motion of wings. Only the surface is scratched, however, in these last two discussions.
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We recognize the generous assistance of numerous friends and colleagues in bringing this project to fruition. Professor Milton VanDyke of Stanford University and Arnold Kuethe of the University of Michigan most helpfully went over the penultimate draft. There were numerous discussions with others in our department, among them Professors Shatwell Ober, Erik Mollo-Christensen, Judson Baron, Saul Abarbanel, and Garabed Zartarian. Drs. Richard Kaplan and Sheila Widnall assisted with preliminary manuscript preparation and classroom examples. Invaluable help was given in the final stages by Dr. Jerzy Kacprzyk; with the proofreading and various suggestions for improvements. The art staff of Addison-Wesley Publishing Company drew an excellent set of final figures. Typing and reproduction of the manuscript were skillfully handled by Mrs. Thaddeus Cline, Mrs. Katherine Cassidy, Mrs. Linda Furcht, Miss Robin Leadbetter, and Miss Ruth Aldrich; we are particularly appreciative of Miss Aldrich's devoted efforts toward completing the final version under trying circumstances. Finally, we wish to acknowledge the support of the Ford Foundation. The preparation of the notes on which this book is based was supported in part by a grant made to the Massachusetts Institute of Technology by the Ford Foundation for the purpose of aiding in the improvement of engineering education.

Cambridge, Massachusetts
May 1965
## Contents

### 5. Thin-Wing Theory

- 5-1 Introduction ............................................. 81
- 5-2 Expansion Procedure for the Equations of Motion .......... 81
- 5-3 Thin Airfoils in Incompressible Flow ................... 88
- 5-4 Thin Airfoils in Supersonic Flow ....................... 97

### 6. Slender-Body Theory

- 6-1 Introduction ............................................. 99
- 6-2 Expansion Procedure for Axisymmetric Flow .............. 99
- 6-3 Solutions for Subsonic and Supersonic Flows ............. 102
- 6-4 General Slender Body ................................... 107
- 6-5 Examples of Lifting Slender-Body Flow .................. 110
- 6-6 The Pressure Drag of a Slender Body in Supersonic Flow 113
- 6-7 Transverse Forces and Moments on a Slender Body ...... 116

### 7. Three-Dimensional Wings in Steady, Subsonic Flow

- 7-1 Compressibility Corrections for Wings ................ 124
- 7-2 Constant-Density Flow; the Thickness Problem .......... 127
- 7-3 Constant-Density Flow; the Lifting Problem ............. 129
- 7-4 Lifting-Line Theory ..................................... 137
- 7-5 More Refined Theories of Lifting-Line Type .............. 143
- 7-6 Theories of Lifting-Surface Type ....................... 148

### 8. Three-Dimensional Thin Wings in Steady Supersonic Flow

- 8-1 Introduction ............................................. 153
- 8-2 Nonlifting Wings ........................................ 154
- 8-3 Lifting Wings of Simple Planform ....................... 156
- 8-4 The Method of Evvard and Krasilshchikova ................. 157
- 8-5 Conical Flows .......................................... 162
- 8-6 Numerical Integration Schemes .......................... 170
- *Appendix to Section 8-4 .................................... 171

### 9. Drag at Supersonic Speeds

- 9-1 Introduction ............................................. 173
- 9-2 Calculation of Supersonic Drag by Use of Momentum Theory 173
- 9-3 Drag of a Linial Source Distribution ................... 175
- 9-4 Optimum Shape of a Slender Body of Revolution ......... 178
- 9-5 Drag of a General Source Distribution, Haynes' Method 181
- 9-6 Extension to Include Lift and Side Force Elements ...... 183
- 9-7 The Supersonic Area Rule ................................ 184
- 9-8 Wave Drag Due to Lift ................................... 189

### 10. Use of Flow-Reversal Theorems in Drag Minimization Problems

- 10-1 Introduction ............................................. 192
- 10-2 Drag of a General Singularity Distribution from a "Close" Viewpoint .......................... 193
- 10-3 The Drag Due to Lift in Forward and Reverse Flows ...... 195
- 10-4 The Drag Due to Thickness in Forward and Reverse Flows 196
- 10-5 The Drag of a General Distribution of Singularities in Steady Supersonic Forward or Reverse Flows 196
- 10-6 The Combined Flow Field ................................ 198
- 10-7 Use of the Combined Flow Field to Identify Minimum Drag Conditions .............................. 200
- 10-8 The Calculation of Minimum Drag by Solution of an Equivalent Two-Dimensional Potential Problem 203

### 11. Interference and Nonplanar Lifting-Surface Theories

- 11-1 Introduction ............................................. 208
- 11-2 Interfering or Nonplanar Lifting Surfaces in Subsonic Flow 209
- 11-3 Special Cases and Numerical Solution .................. 213
- 11-4 Loads on Interfering Surfaces in Subsonic Flow ........ 219
- 11-5 Nonplanar Lifting Surfaces in Supersonic Flow .......... 220

### 12. Transonic Small-Disturbance Flow

- 12-1 Introduction ............................................. 227
- 12-2 Small-Perturbation Flow Equations ..................... 230
- 12-3 Similarity Rules ....................................... 237
- 12-4 Methods of Solution .................................... 239

### 13. Unsteady Flow

- 13-1 Statement of the Problem ................................ 245
- 13-2 Two-Dimensional, Constant-Density Flow ................. 249
- 13-3 Airfoils Oscillating at Supersonic and Subsonic Speeds 255
- 13-4 Indicial Motion in a Compressible Fluid ................. 257
- 13-5 Three-Dimensional Oscillating Wings .................... 259

### References and Author Index

- List of Symbols .............................................. 270

### Index

- .............................................................. 275
To Margit and Frannie,
Two Beautiful Ladies With
More Patience Than We Deserve

1

Review of
Fundamentals of Fluid Mechanics

1-1 General Assumptions and Basic Differential Equations

Four general assumptions regarding the properties of the liquids and
gases that form the subject of this book are made and retained throughout
ecept in one or two special developments:

(1) the fluid is a continuum;
(2) it is inviscid and adiabatic;
(3) it is either a perfect gas or a constant-density fluid;
(4) discontinuities, such as shocks, compression and expansion waves,
or vortex sheets, may be present but will normally be treated as separate
and serve as boundaries for continuous portions of the flow field.

The laws of motion of the fluid will be found derived in any fundamental
text on hydrodynamics or gas dynamics. Lamb (1945), Milne-Thompson
(1960), or Shapiro (1953) are good examples. The differential equations
which apply the basic laws of physics to this situation are the following.*

1. Continuity Equation or Law of Conservation of Mass

\[ \frac{\partial p}{\partial t} + \nabla \cdot (\rho Q) = \frac{D \rho}{Dt} + \rho \nabla \cdot Q = 0, \]  

(1-1)

where \( p, \rho, \) and \( T \) are static pressure, density, and absolute temperature.

\[ Q = U_i + V_j + W_k, \]  

(1-2)

is the velocity vector of fluid particles. Here \( i, j, \) and \( k \) are unit vectors
in the \( x, y, \) and \( z \)-directions of Cartesian coordinates. Naturally, com-
ponents of any vector may be taken in the directions of whatever set of
coordinates is most convenient for the problem at hand.

* See Notation List for meanings of symbols which are not defined locally
in the text. In the following, \( D/Dt \) is the substantial derivative or rate of change
following a fluid particle.
2. **Newton's Second Law of Motion or the Law of Conservation of Momentum**

\[
\frac{D}{Dt} \rho = F - \nabla \cdot \rho \Omega,
\]

where \( F \) is the distant-acting or body force per unit mass. Often we can write

\[
F = \nabla \pi,
\]

where \( \pi \) is the potential of the force field. For a gravity field near the surface of a locally plane planet with the \( z \)-coordinate taken upward, we have

\[
F = -gk
\]

\( g \) being the gravitational acceleration constant.


\[
\frac{D}{Dt} \left[ e + \frac{Q^2}{2} \right] = -\nabla \cdot (\rho Q) + F \cdot Q.
\]

Here \( e \) is the internal energy per unit mass, and \( Q \) represents the absolute magnitude of the velocity vector \( Q \), a symbolism which will be adopted uniformly in what follows. By introducing the law of continuity and the definition of enthalpy, \( h = e + \rho u \), we can modify (1-6) to read

\[
\rho \frac{D}{Dt} \left[ h + \frac{Q^2}{2} \right] = \frac{dp}{dt} + \rho F \cdot Q.
\]

Newton's law can be used in combination with the second law of thermodynamics to reduce the conservation of energy to the very simple form

\[
\frac{Ds}{Dt} = 0,
\]

where \( s \) is the entropy per unit mass. It must be emphasized that none of the foregoing equations, (1-8) in particular, can be applied through a finite discontinuity in the flow field, such as a shock. It is an additional consequence of the second law that through an adiabatic shock \( s \) can only increase.

4. **Equations of State**

For a perfect gas,

\[
\rho = \rho_0 T,
\]

thermally perfect gas

\[
c_p, c_s = \text{constants},
\]

c calorically perfect gas.

For a constant-density fluid, or incompressible liquid,

\[
\rho = \text{constant}.
\]

In (1-9), \( c_p \) and \( c_s \) are, of course, the specific heats at constant pressure and constant volume, respectively; in most classical gas-dynamic theory, they appear only in terms of their ratio \( \gamma = c_p/c_v \). The constant-density assumption is used in two distinct contexts. First, for flow of liquids, it is well-known to be an excellent approximation under any circumstances of practical importance, in the absence of cavitation. There are, moreover, many situations in a compressible gas where no serious errors result, such as at low subsonic flight speeds for the external flow over aircraft, in the high-density shock layer ahead of a blunt body in hypersonic flight, and in the crossflow field past a slender body performing longitudinal or lateral motions in a subsonic, transonic, or low supersonic airstream.

1-2 **Conservation Laws for a Barotropic Fluid**

In a Conservative Body Force Field

Under the limitations of the present section, it is easily seen that the law of conservation of momentum, (1-3), can be written

\[
a = \frac{DQ}{Dt} = \nabla \left[ \Omega - \int \frac{dp}{\rho} \right].
\]

The term "barotropic" implies a unique pressure-density relation throughout the entire flow field; adiabatic-reversible or isentropic flow is the most important special case. As we shall see, (1-11) can often be integrated to yield a useful relation among the quantities pressure, velocity, density, etc., that holds throughout the entire flow.

Another consequence of barotropy is a simplification of Kelvin's theorem of the rate of change of circulation around a path \( C \) always composed of the same set of fluid particles. As shown in elementary textbooks, it is a consequence of the equations of motion for inviscid fluid in a conservative body force field that

\[
\frac{D}{Dt} \int_C \frac{dQ}{p} = \int_C T ds,
\]

where

\[
\Gamma = \int_C Q \cdot ds
\]

is the circulation or closed line integral of the tangential component of the velocity vector. Under the present limitations, we see that the middle member of (1-12) is the integral of a single-valued perfect differential and therefore must vanish. Hence we have the result \( Df/Dt = 0 \) for all
such fluid paths, which means that the circulation is preserved. In particular, if the circulation around a path is initially zero, it will always remain so. The same result holds in a constant-density fluid where the quantity $p$ in the denominator can be taken outside, leaving once more a perfect differential; this is true regardless of what assumptions are made about the thermodynamic behavior of the fluid.

1-3 Some Geometric or Kinematic Properties of the Velocity Field

Next we specialize for the velocity vector $Q$ two integral theorems which are valid for any suitably continuous and differentiable vector field.

1. Gauss' Divergence Theorem. Consider any volume $V$ entirely within the field enclosed by a single closed bounding surface $S$ as in Fig. 1-1.

$$\int_S Q \cdot n \, dS = \int_V (\nabla \cdot Q) \, dV. \quad (1-14)$$

Here $n$ is the outward-directed unit normal from any differential element of area $dS$. This result is derived and discussed, for instance, in Sections 2.60 and 2.61 of Milne-Thompson (1960). Several alternative forms and some interesting deductions from Gauss' theorem are listed in Section 2-61. The theorem relates the tendency of the field lines to diverge, or spread out within the volume $V$, to the net efflux of these lines from the boundary of $V$. It might therefore be described as an equation of continuity of field lines.

2. Stokes' Theorem on Rotation. Now we consider a closed curve $C$ of the sort employed in (1-12) and (1-13), except that the present result is instantaneous so that there is no question of a moving path composed of the same particles. Let $S$ be any open surface which has the curve $C$ as its boundary, as illustrated in Fig. 1-2. The theorem refers to the circulation around the curve $C$ and reads

$$\Gamma = \oint_C Q \cdot ds = \int_S \nabla \times Q \cdot dS. \quad (1-15)$$

Here

$$\nabla \times Q = \mathbf{f} \quad (1-16)$$

is called the vorticity and can be shown to be equal to twice the angular velocity of a fluid particle about an axis through its own centroid. The theorem connects the spinning tendency of the particles lying in surface $S$ with the associated inclination of the fluid at the boundary of $S$ to circulate in one direction or the other. Sections 2.50 and 2.51 of Milne-Thompson (1960) provide a derivation and a number of alternative forms.

1-4 The Independence of Scale in Inviscid Flows

Consider two bodies of identical shape, but different scales, characterized by the representative lengths $l_1$ and $l_2$, moving with the same velocity $Q_0$ through two unbounded masses of the same inviscid fluid. See Fig. 1-3. This motion is governed by the differential equations developed in Section 1-1 plus the following boundary conditions: (1) disturbances die out at infinity, (2) $Q_0 = Q_0 \cdot n$ at corresponding points on the two surfaces, $n$ being the normal directed into the fluid.

We first treat the case of a steady flow which has gone on for a long period of time so that all derivatives with respect to $t$ vanish. We can then apply the Newtonian transformation, giving the fluid at infinity a uniform motion minus $Q_0$ and simultaneously bringing the body to rest. Thus the boundary condition No. 2 becomes $Q_0 = 0$ all over the surfaces. We take the differential equations governing these two similar problems and make the following changes of variable: in the first case,

$$x_1 = x/l_1, \quad y_1 = y/l_1, \quad z_1 = z/l_1; \quad (1-17)$$

in the second case,

$$x_2 = x/l_2, \quad y_2 = y/l_2, \quad z_2 = z/l_2. \quad (1-18)$$
In the dimensionless coordinate systems the two bodies are congruent with each other. Moreover, the differential equations become identical. That is, for instance, continuity reads, in the first case,

\[
\frac{\partial (\rho U)}{\partial x_1} + \frac{\partial (\rho V)}{\partial y_1} + \frac{\partial (\rho W)}{\partial z_1} = 0;
\]

and in the second case,

\[
\frac{\partial (\rho U)}{\partial x_2} + \frac{\partial (\rho V)}{\partial y_2} + \frac{\partial (\rho W)}{\partial z_2} = 0.
\]

We are led to conclude, assuming only uniqueness, that the two flows are identical except for scale. Velocities, gas properties, and all other dependent variables are equal at corresponding points in the two physical fields. This is a result which certainly seems reasonable on grounds of experience.

The same sort of reasoning can be extended to unsteady flows by also scaling time in proportion to length:

\[
x_1 = x/l_1, \quad y_1 = y/l_1, \quad z_1 = z/l_1, \quad t_1 = t/l_1,
\]

\[
x_2 = x/l_2, \quad y_2 = y/l_2, \quad z_2 = z/l_2, \quad t_2 = t/l_2,
\]

in the two cases. With regard to boundary conditions, it must also be specified that over all time \(Q_0(t_1)\) in the first case and \(Q_0(t_2)\) are identical functions.

Evidently, it makes no difference what the linear scale of an ideal fluid flow is. In what follows, therefore, we shall move back and forth occasionally from dimensional to dimensionless space and time coordinates, even using the same symbols for both. A related simplification, which is often encountered in the literature, consists of stating that the wing chord, body length, etc., will be taken as unity throughout a theoretical development; the time scale is then established by equating the free-stream to unity as well.

One important warning: the introduction of viscosity and heat conduction causes terms containing second derivatives, the viscosity coefficient, and coefficient of heat conductivity to appear in some of the governing differential equations. When dimensionless variables are introduced, the Reynolds number and possibly the Prandtl number* appear as additional parameters in these equations, spoiling the above-described similarity. The two flows will no longer scale because the Reynolds numbers are different in the two cases. Even in inviscid flow, the appearance of relaxation or of finite reaction rates introduces an additional length scale that destroys the similarity. It is satisfactory, however, for real gas which remains either in chemical equilibrium or in the "frozen" condition thermodynamically.

If shock waves and/or vortex wakes are present in the field, it can be reasoned without difficulty that they also scale in the same manner as a flow without discontinuities. An excellent discussion of this whole subject of invariance to scale changes will be found in Section 2.2 of Hayes and Probstein (1959). Finally, it might be observed that differences between the two flows in the ambient state of the fluid at infinity, such as the pressure, density, and temperature there, may also be included in the scaling by referring the appropriate state variables to these reference values. The Mach numbers in the two flows must then be the same.

1-5 Vortex Theorems for the Ideal Fluid

In connection with the study of wing wakes, separation, and related phenomena, it is of value to study the properties of the field vorticity vector \(\vec{\xi}\), (1-18). The reader is assumed to be familiar with ways of describing the field of the velocity vector \(\vec{Q}\) and with the concept of an instantaneous pattern of streamlines, drawn at a given time, everywhere tangent to this vector. A related idea is the "stream tube," defined to be a bundle of streamlines sufficiently small that property variations across a normal section are negligible by comparison with variations along the length of the tube. Similar concepts can be defined for any other vector field, in particular the field of \(\vec{\xi}\). Thus one is led to the idea of a vortex line and a vortex tube, the arrows along such lines and tubes being directed according to the right-hand rule of spin of fluid particles.

Because \(\vec{\xi}\) is the curl of another vector, the field of vortex lines has certain properties that not all vector fields possess. Two of these are identified by the first two vortex theorems of Helmholtz. Although these theorems will be stated for the vorticity field, they are purely geometrical in nature and are unrelated in any way to the physics or dynamics of the fluid, or even to the requirement of continuity of mass.

1. First Vortex Theorem. The circulation around a given vortex tube ("strength" of the vortex) is the same everywhere along its length.

This result can be proved in a variety of ways, one simple approach being to apply Stokes' theorem to a closed path in the surface of the vortex tube constructed as indicated in Fig. 1-4.
We turn to (1-15) and choose for $S$ the cylindrical surface lying in a wall of the tube. Obviously, no vortex lines cross $S$, so that

\[ n \cdot \mathbf{r} = n \cdot (\nabla \times \mathbf{Q}) = 0. \] (1-23)

Hence the circulation $\Gamma$ around the whole of the curve $C$ vanishes. By examining $C$, it is clear that

\[ 0 = \Gamma = \Gamma_B - \Gamma_A + (\text{two pieces which cancel each other}). \] (1-24)

Hence $\Gamma_A = \Gamma_B$. Sections $A$ and $B$ can be chosen arbitrarily, however, so the circulation around the vortex is the same at all sections.

Incidentally, the circulation around the tube always equals $\iint n \cdot \mathbf{r} \, dS$, where the integral is taken over any surface which cuts through the tube but does not intersect any other vortex lines. It can be concluded that this integral has the same value regardless of the orientation of the area used to cut through the tube. A physical interpretation is that the number of vortex lines which go to make up the tube, or bundle, is everywhere the same.

2. Second Vortex Theorem. A vortex tube can never end in the fluid, but must close onto itself, end at a boundary, or go to infinity.

Examples of the three kinds of behavior mentioned in this theorem are a smoke ring, a vortex bound to a two-dimensional airfoil spanning across from one wall to the other in a two-dimensional wind tunnel, and the downstream ends of horseshoe vortices representing the loading on a three-dimensional wing. This second theorem can be quite easily deduced from the continuity of circulation asserted by the first theorem; one simply notes that assuming an end for a vortex tube leads to a situation where the circulation is changing from one section to another along its length.

The first two vortex theorems are closely connected to the fact that the field of $\mathbf{t}$ is solenoidal, that is,

\[ \nabla \cdot \mathbf{t} = 0. \] (1-25)

When this result is inserted into Gauss' theorem, (1-14), we see that just as many vortex lines must enter any closed surface as leave it.
Under the special conditions behind (1-11), \( a \) is the gradient of another vector and its curl vanishes. Thus for inviscid, barotropic fluid in a conservative body force field, the foregoing result reduces to

\[
\frac{D}{Dt} \left( \frac{\xi}{\rho} \right) = \left( \frac{\xi}{\rho} \cdot \nabla \right) Q.
\]  

(1-35)

This last is what is usually known as the third vortex theorem of Helmholtz. In the continuum sense, it is an equation of conservation of angular momentum. If the specific entropy \( s \) is not uniform throughout the fluid, one can determine from a combination of dynamical and thermodynamic considerations that

\[
\nabla \times a = \nabla \times (\nabla s).
\]  

(1-36)

When inserted into (1-34), this demonstrates the role of entropy gradients in generating angular momentum, a result which is often associated with the name of Crocco.

To examine the implications of the third vortex theorem, we shall look at three special cases, in increasing order of complexity. First consider an initially irrotational flow, supposing that at all times previous to some given instant \( t = 0 \) for all fluid particles. In the absence of singularities or discontinuities, it is possible to write for this initial instant, using (1-35),

\[
\frac{D}{Dt} \left( \frac{\xi}{\rho} \right) = \frac{D^2}{Dt^2} \left( \frac{\xi}{\rho} \right) = \cdots = \frac{D^n}{Dt^n} \left( \frac{\xi}{\rho} \right) = \cdots = 0. \tag{1-37}
\]

Since the quantity \( \xi/\rho \) is an analytic function of space and time, Taylor's theorem shows that it vanishes at all subsequent instants of time. Hence, the vorticity vector itself is zero. We can state that an initially irrotational, inviscid, barotropic flow with a body force potential will remain irrotational. This result can also be proved by a combination of Kelvin's and Stokes' theorems, (1-12) and (1-13).

Next examine a rotational but two-dimensional flow. Here the vorticity vector points in a direction normal to the planes of flow, but derivatives of the velocity \( Q \) in this direction must vanish. We therefore obtain

\[
\frac{D}{Dt} \left( \frac{\xi}{\rho} \right) = 0. \tag{1-38}
\]

Once more, by Taylor's theorem, \( \xi/\rho \) remains constant. This is equivalent to the statement that the angular momentum of a fluid particle of fixed mass about an axis through its own center of gravity remains independent of time. In incompressible liquid it reduces to the invariance of vorticity itself, following the fluid.

For our third example we turn to three-dimensional rotational flow. Let us consider an infinitesimal particle moving with the fluid and which at some instant of time is parallel to the vector \( \xi/\rho \). That is,

\[
ds = e \frac{\xi}{\rho}, \tag{1-39}
\]

where \( e \) is a small scalar factor. Since the line element is attached to the fluid particles, the motion of one end relative to the other is determined by the difference in \( Q \) between these ends. Taking the \( x \)-component, for instance,

\[
\frac{D}{Dt} (dz) = dx \frac{\partial U}{\partial x} + dy \frac{\partial U}{\partial y} + dz \frac{\partial U}{\partial z} = (ds \cdot \nabla) U. \tag{1-40}
\]

In general,

\[
\frac{D}{Dt} (ds) = (ds \cdot \nabla) Q = e \left( \frac{\xi}{\rho} \cdot \nabla \right) Q. \tag{1-41}
\]

Comparing this last result with the third vortex theorem, (1-35), we are led to

\[
\frac{D}{Dt} e = 0, \quad \text{or} \quad e = \text{const.} \tag{1-42}
\]

It follows that (1-39) holds for all subsequent instants of time, and the vector \( \xi/\rho \) moves in the same way as the fluid particles do in three dimensions.

The proportionality of the length of a small fluid element to the quantity \( \xi/\rho \) can be interpreted in terms of conservation of angular momentum in the following way. As implied by (1-39), this length is directed along the axis of spin. Hence, if the length increases, the element itself will shrink in its lateral dimension, and its rate of spin must increase in order to conserve angular momentum. To be precise, the quantity \( \xi/\rho \) is that which increases, because angular momentum is not directly proportional to angular velocity for a variable density particle, but will decrease as the density increases, the density being a measure of how the mass of the fluid particle clusters about the spin axis.

For a constant-density fluid, of course, the vorticity itself is found to be proportional to the length of the fluid particle. In general, we can conclude that vortices are preserved as time passes, and that they cannot decay or disappear except through the action of viscosity or some other dissipative mechanism. Their persistence is revealed by many phenomena in the atmosphere. For example, one often sees the vortex wake, visualized through the mechanism of condensation trails, remaining for many miles after an airplane has passed.
As a final remark, we point out that in flows where only small disturbances from a fixed uniform stream condition occur, it can be proved that the vorticity \( \zeta \) is preserved (to first order in the small perturbation) in the same way that it is in a constant-density fluid, since the effect of variations in density on the quantity \( \zeta / \rho \) is of higher order.

1-6 Integral Conservation Theorems for Inviscid Fluid

For later use in connection with the calculation of forces and moments on wings and bodies, we wish to be able to express these quantities in terms of the fluxes of linear and angular momentum through arbitrary control surfaces \( S \). This approach will often be found to have a special convenience, because singularities which occur in velocities and pressures at the surface of a vehicle may not persist at great distances in the flow field around it, so that the integrations which must be carried out are facilitated. The basic tools for carrying out this task are integrated forms of Newton's law of motion known as momentum theorems.

In connection with the presentation of the momentum theorems, we take the opportunity to discuss the question of conservation of other flow properties, as expressed in integral form.

Consider any quantity \( E \) which is characteristic of the fluid particles contained within a fixed control volume \( V \). Let \( V \) be bounded on the inside by one or more impermeable bodies, whose collective surfaces are denoted by the symbol \( \sigma \), and bounded on the outside by a larger fixed surface \( S \). See Fig. 1-5. The closed system under examination is that fixed mass of fluid that happens to be contained within \( V \) at a certain instant of time. To find the rate of change of the total quantity for this system at the instant it coincides with \( V \), we observe that this change is made up of the sum of all the local changes at points within \( V \) plus changes which occur as a result of the motion of the system boundary. Supposing that \( E \) is referred to unit volume of the fluid, the former rate of change can be written

\[
\frac{\partial}{\partial t} \iiint_V E \, dV = \iiint_V \frac{\partial E}{\partial t} \, dV, \tag{1-43}
\]

where the interchange of the operations of differentiation and integration is permissible in view of the constancy of the volume \( V \). There is also an increment to the total amount of the quantity \( E \) as a result of the fact that the fluid is moving across the bounding surfaces \( S \) and \( \sigma \) with a normal velocity component \( (Q \cdot n) \). At points where this scalar product is positive, the fluid adjacent to an area element \( dS \) of the boundary takes up new positions outside this boundary, the volume per unit time passing outside the boundary being given by \( (Q \cdot n) \, dS \). Thus the rate of change of \( E \) for the system due to passage of fluid across the boundary is given by

\[
\int_S (Q \cdot n) \, dS.
\]

Combining these last two results, we find for the total rate of change of this generalized property for the system,

\[
\frac{dE_{\text{tot}}}{dt} = \iiint_V \frac{\partial E}{\partial t} \, dV + \iiint_S (Q \cdot n) \, dS. \tag{1-44}
\]

This general result is now specialized to several cases of interest.

1. Conservation of Mass or Continuity. To derive an integral continuity equation we replace \( E \) by the mass per unit volume \( \rho \) and observe that, in the absence of sources and sinks, the total mass of the system must remain constant. Thus we are led to

\[
\iiint_V \frac{\partial \rho}{\partial t} \, dV + \iiint_S (\rho \, Q \cdot n) \, dS = 0 \tag{1-45}
\]

For steady flow around an impermeable body of fixed position, of course, the first integral in (1-45) vanishes, and the contribution to the second integral from the inner surface must be zero because the quantity in parentheses vanishes.

We note incidentally how from Gauss' theorem, (1-14),

\[
\iiint_S \rho (Q \cdot n) \, dS = \iiint_V \nabla \cdot (\rho Q) \, dV. \tag{1-46}
\]

Substituting into (1-45), we obtain

\[
\iiint_V \left[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho Q) \right] \, dV = 0. \tag{1-47}
\]

Since the volume \( V \) is arbitrary, the only way that this integral can vanish is for its integrand to be everywhere zero. Thus, the differential form of the continuity equation, (1-1), is confirmed.
2. Linear Momentum. Let $\sum_i F_i$ represent the vector sum of all forces applied by the surroundings to the system. According to Newton's second law, this sum is equal to the time rate of change of linear momentum of the system, which corresponds to replacing $F$ with the quantity $\rho Q$ in (1-44). Consequently, we obtain the following generalized version of the law of conservation of momentum:

$$\sum_i F_i = \iiint_V \frac{\partial}{\partial t} (\rho Q) \, dV + \iint_S \rho Q (Q \cdot n) \, dS. \tag{1-48}$$

We now examine the various contributions that might appear to the force system in (1-48). If there is a conservative body force field, the left-hand side will include a quantity

$$\iiint_V \rho F \, dV = \iiint_V \rho \nabla u \, dV. \tag{1-49}$$

This will be omitted from what follows because of its relative unimportance in aeronautical applications.

The remaining external force will then be broken into two parts: the reaction $(-F_{\text{body}})$ to the force exerted by the fluid on the body, and the force exerted across the outer boundary $S$ by the surroundings. Recalling that $n$ is the outward-directed normal, this latter might take the form

$$\iint_S [-p n + \tau] \, dS,$$

where $p$ is the pressure across $S$, and $\tau$ is the sum of shear stress and deviatoric normal stress exerted by the surroundings, if these are significant. We may write $\tau$ as the dot product of a dyadic or tensor of deviatoric stress by the unit normal $n$. Since we are dealing generally with a nonviscous fluid, however, the question will not be elaborated here. Leaving out effects of shear stress, (1-48) can be modified to read

$$F_{\text{body}} = \iiint_S \rho [p n + \tau] \, dS - \iint_S \rho Q (Q \cdot n) \, dS - \iiint_V \frac{\partial}{\partial t} (\rho Q) \, dV. \tag{1-50}$$

Again we remark that if the body is fixed in our coordinate system, the contribution to the second integral on the right from $\tau$ will vanish. Also in steady flow the last term on the right is zero, leaving

$$F_{\text{body}} = \iiint_S [-p n + \rho Q (Q \cdot n)] \, dS. \tag{1-51}$$

Equation (1-51) is actually the most useful form for practical applications. The specialized versions of (1-51) which occur when the flow involves

small perturbations will be discussed in a later chapter. It usually proves convenient to use an integrated form of the equations of motion (Bernoulli's equation) to replace the pressure in terms of the velocity field.

3. Angular Momentum. Let $r$ be a vector of position measured from the origin about which moments are to be taken. Then it is an easy matter to derive the following counterpart of the first form of the linear momentum theorem:

$$\sum_i r_i \times F_i = \iiint_V \frac{\partial}{\partial t} (p r \times Q) \, dV + \iint_S \rho (r \times Q) (Q \cdot n) \, dS. \tag{1-52}$$

The summation of moments on the left here can once more be broken up into a body-force term, a reaction to the moment exerted by the fluid through $\sigma$ and a pressure or shear moment exerted on the system over the outer boundary. Substitutions of this sort, neglecting the deviatoric stress, lead to the working form of the theorem of angular momentum:

$$M_{\text{body}} = -\iint_S p (r \times n) \, dS$$

$$-\iint_S \rho (r \times Q) (Q \cdot n) \, dS - \iiint_V \frac{\partial}{\partial t} (p r \times Q) \, dV. \tag{1-53}$$

The steady-flow simplification involves dropping the integral over $V$ and over the inner boundary $\sigma$.

4. Thermodynamic Energy. Integral forms of the laws of thermodynamics will be found developed in detail in Chapter 2 of Shapiro (1963). Since these will have little direct usefulness in later applications and since many new definitions are involved, none of these results are reproduced here. Shapiro's equation (2.20), for instance, provides an excellent working form of the first law. It is of interest that, when the pressure work exerted on the boundaries is included, the quantity $E$ in the second or boundary term on the right of (1-44) is found to be

$$E = \rho \left[ h + \frac{Q^2}{2} + gz \right]. \tag{1-54}$$

Here $z$ is the distance vertically upward in a parallel gravity field, and $A$ is the enthalpy per unit mass, which proves to be the effective thermodynamic energy in steady flow.

As a sidelight on the question of energy conservation we note that, in a constant-density fluid without body forces, the only way that energy can be stored is in kinetic form. Hence, a very convenient procedure for calculating drag, or fluid resistance, is to find the rate of addition of kinetic
energy to the fluid per unit time and to equate this to the work done by the drag. This represents a balance of mechanical rather than thermodynamic energy. When the fluid is compressible and there are still no dissipative mechanisms present, energy can be radiated away by compression waves in an acoustic fashion. Therefore, the problem of computing drag from energy balance becomes a good deal more complicated.

1-7 Irrotational Flow

Enough has been said about the subject of vorticity, its conservation and generation, that it should be obvious that an initially irrotational, uniform, inviscid flow will remain irrotational in the absence of heat transfer and of strong curved shocks. One important consequence of permanent irrotationality is the existence of a velocity potential. That is, the equation

\[ \xi = \nabla \times \mathbf{Q} = 0 \]  

(1-55)

is a necessary and sufficient condition for the existence of a potential \( \Phi \) such that

\[ \mathbf{Q} = \nabla \Phi, \]  

(1-56)

where \( \Phi(x, y, z, t) \) or \( \Phi(x, t) \) is the potential for the velocity in the entire flow. Its existence permits the replacement of a three-component vector by a single scalar as the principle dependent variable or unknown in theoretical investigations.

Given the existence of \( \Phi \), we proceed to derive two important consequences, which will be used repeatedly throughout the work which follows.

1. The Bernoulli Equation for Irrotational Flow (Kelvin's Equation). This integral of the equations of fluid motion is derived by combining (1-3) and (1-28), and assuming a distant acting force potential:

\[ \frac{DQ}{Dt} = \frac{\partial Q}{\partial t} + \nabla \left( \frac{Q^2}{2} \right) - \mathbf{Q} \times \xi \]

\[ = \frac{\partial Q}{\partial t} + \nabla \left( \frac{Q^2}{2} \right) = \nabla \Omega - \nabla \int \frac{dp}{\rho}. \]  

(1-57)

Under our present assumptions,

\[ \frac{\partial Q}{\partial t} = \frac{\partial (\nabla \Phi)}{\partial t} = \nabla \left( \frac{\partial \Phi}{\partial t} \right), \]  

(1-58)

so that (1-57) can be rearranged into

\[ \nabla \left[ \frac{\partial \Phi}{\partial t} + \frac{Q^2}{2} + \int \frac{dp}{\rho} - \Omega \right] = 0. \]  

(1-59)

The vanishing of the gradient implies that, at most, the quantity involved will be a function of time throughout the entire field. Hence the least restricted form of this Bernoulli equation is

\[ \frac{\partial \Phi}{\partial t} + \frac{Q^2}{2} + \int \frac{dp}{\rho} - \Omega = F(t). \]  

(1-60)

In all generality, the undetermined time function here can be eliminated by replacing \( \Phi \) with

\[ \Phi' = \Phi - \int F(t) dt. \]  

(1-61)

This artificiality is usually unnecessary, however, because conditions are commonly known for all time at some reference point in the flow. For instance, suppose there is a uniform stream \( U_\infty \) at remote points. There \( \Phi \) will be constant and the pressure may be set equal to \( p_\infty \) and the force potential to \( \Omega_\infty \) at some reference level.

\[ F(t) = \frac{U_\infty^2}{2} + \int p_\infty \frac{dp}{\rho} - \Omega_\infty = \text{const}. \]  

(1-62)

The simplified version of (1-60) reads

\[ \frac{\partial \Phi}{\partial t} + \frac{1}{2} [Q^2 - U_\infty^2] + \int \frac{dp}{\rho} + [\Omega_\infty - \Omega] = 0. \]  

(1-63)

In isentropic flow with constant specific heat ratio \( \gamma \), (1-63) is easily reorganized into a formula for the local pressure coefficient

\[ C_p = \frac{p - p_\infty}{\frac{1}{2} \rho U_\infty^2} = \frac{2}{\gamma M^2} \left[ \left( \frac{1}{\gamma} - 1 \right) \left( \frac{\partial \Phi}{\partial t} + \frac{Q^2 - U_\infty^2}{2} + \Omega_\infty - \Omega \right) \right]^{(\gamma - 1)} - 1. \]  

(1-64)

Here \( a \) is the speed of sound and \( M = U_\infty/a_\infty \) is Mach number. For certain other purposes, it is convenient to recognize that

\[ \int p \frac{dp}{\rho} = \int a^2 \frac{d(a^2)}{\gamma - 1} = \frac{1}{\gamma - 1} [a^2 - a_\infty^2], \]  

(1-65)

where

\[ \gamma a^2 = \frac{dp}{\rho} = \frac{dp}{\partial p}, \quad \frac{\rho}{\partial p} = \gamma RT = \gamma \frac{p}{\rho}. \]  

(1-66)

(Note that, here and below, the particular form chosen for the barotropic relation is isentropic. Under this restriction, \( dp/\rho \), \( \partial \Phi/\partial t \), and \( a^2 \) all have the same meaning.)
This substitution in (1-63) provides a convenient means of computing the local value of $\alpha$ or of the absolute temperature $T$:

$$\alpha^2 - \alpha_0^2 = -(\gamma - 1) \left( \frac{\partial \Phi}{\partial t} + \frac{1}{2}(Q^2 - \mathbf{U}_0^2) + \Omega_{\mathbf{u}} - \mathbf{U}_0 \cdot \mathbf{U}_0 \right). \quad (1-67)$$

Finally, we remind the reader that the term containing the body-force potential is usually negligible in aeronautics.

2. The Partial Differential Equation for $\Phi$. By substituting for $\rho$ and $Q$ in the equation of continuity, the differential equation satisfied by the velocity potential can be developed:

$$\frac{1}{\rho} \frac{D\rho}{Dt} + \nabla \cdot \mathbf{Q} = 0. \quad (1-68)$$

The second term here is written directly in terms of $\Phi$, as follows:

$$\nabla \cdot \mathbf{Q} = \nabla \cdot (\nabla \Phi) = \nabla^2 \Phi,$$

which we identify as the familiar Laplacian operator,

$$(\nabla^2 \Phi) = \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \frac{\partial^2 \Phi}{\partial z^2}, \quad \text{in Cartesians}. \quad (1-69)$$

To modify the first term of (1-68), take the form of Bernoulli's equation appropriate to uniform conditions at infinity, for which, of course, a special case would be that of fluid at rest, $U_0 = 0$. The body-force term is dropped for convenience, leaving

$$\int_{\rho_{in}}^{\rho} \frac{d\rho}{\rho} = -\frac{\partial \Phi}{\partial t} - \frac{1}{2}(Q^2 - \mathbf{U}_0^2). \quad (1-70)$$

By the Leibnitz rule for differentiation of a definite integral,

$$\frac{d}{d\rho} \int_{\rho_{in}}^{\rho} \frac{d\rho}{\rho} = \frac{1}{\rho} \quad (1-71)$$

We then apply the substantial derivative operator to (1-71) and make use of the first three members of (1-66),

$$\frac{D}{Dt} \int_{\rho_{in}}^{\rho} \frac{d\rho}{\rho} = \left[ \frac{d}{d\rho} \int_{\rho_{in}}^{\rho} \frac{d\rho}{\rho} \right] \frac{D\rho}{Dt} = \frac{1}{\rho} \frac{d\rho}{d\rho} \frac{D\rho}{Dt} = \frac{\alpha^2}{\rho} \frac{D\rho}{Dt}. \quad (1-72)$$

Dividing by $\alpha^2$ and introducing the velocity potential, we obtain

$$\frac{1}{\rho} \frac{D\rho}{Dt} = -\frac{1}{\alpha^2} \frac{D}{Dt} \left( \frac{\partial \Phi}{\partial t} + \frac{Q^2}{2} \right) = -\frac{1}{\alpha^2} \left( \frac{\partial}{\partial t} + \mathbf{Q} \cdot \nabla \right) \left( \frac{\partial \Phi}{\partial t} + \frac{Q^2}{2} \right) = -\frac{1}{\alpha^2} \left( \frac{\partial \Phi}{\partial t} + 2\mathbf{Q} \cdot \frac{\partial \Phi}{\partial t} + \mathbf{Q} \cdot \nabla \left( \frac{Q^2}{2} \right) \right). \quad (1-73)$$

Finally, the insertion of (1-69) and (1-73) into (1-68) produces

$$\nabla^2 \Phi = -\frac{1}{\alpha^2} \left( \frac{\partial}{\partial t} + \mathbf{Q} \cdot \nabla \right) \left( \frac{\partial \Phi}{\partial t} + \frac{Q^2}{2} \right) = 0. \quad (1-74)$$

In view of (1-67) and of the simple relationship between the velocity vector and $\Phi$, this is essentially the desired differential equation. If it is multiplied through by $\alpha^2$, one sees that it is of third degree in the unknown dependent variable and its derivatives. It reduces to an ordinary wave equation in a situation where the speed of sound does not vary significantly from its ambient values, and where the squares of the velocity components can be neglected by comparison with $\alpha^2$.

It is of interest that Garrick (1957) has pointed out that (1-74) can be reorganized into

$$\nabla^2 \Phi = \frac{1}{\alpha^2} \left( \frac{\partial}{\partial t} + \mathbf{Q} \cdot \nabla \right) \left( \frac{\partial \Phi}{\partial t} + \mathbf{Q} \cdot \nabla \left( \frac{Q^2}{2} \right) \right) = \frac{1}{\alpha^2} \frac{DQ}{Dt} \Phi. \quad (1-75)$$

where the subscript $c$ on $\mathbf{Q}_c$ and on the substantial derivative is intended to indicate that this velocity is treated as a constant during the second application of the operators $\partial/\partial t$ and $(\mathbf{Q} \cdot \nabla)$. Equation (1-75) is just a wave equation (with the propagation speed equal to the local value of $\alpha$) when the process is observed relative to a coordinate system moving at the local fluid velocity $\mathbf{Q}$.

The question of boundary conditions and the specialization of (1-74) and (1-75) for small-disturbance flows will be deferred to the point where the subject of linearized theory is first taken up.

1-8 The Acceleration Potential

It is of interest that when the equations of fluid motion can be simplified to the form

$$\mathbf{a} = \frac{D\mathbf{Q}}{Dt} = \nabla \left( \Omega - \int \frac{d\mathbf{p}}{\rho} \right), \quad (1-76)$$

it follows immediately that

$$\nabla \times \mathbf{a} = 0. \quad (1-77)$$
In a manner paralleling the treatment of irrotational flow, we can conclude that
\[ \mathbf{a} = \nabla \Psi, \] (1-78)
where \( \Psi (r, t) \) is a scalar function called the acceleration potential. Clearly,
\[ \Psi = \Omega - \int \frac{dp}{\rho} + G(t), \] (1-79)
\( G(t) \) being a function of time that is usually nonessential.

The acceleration potential becomes practically useful when disturbances are small, so that
\[ \int p \frac{dp}{\rho} \approx p - p_0. \] (1-80)
In the absence of significant body forces, we then have
\[ \Psi \approx p_0 - p. \] (1-81)

This differs only by a constant from the local pressure, and doublets of \( \Psi \) prove a very useful tool for representing lifting surfaces. The authors have not been able to construct a suitable partial differential equation for the acceleration potential in the general case, but it satisfies the same equation as the disturbance velocity potential in linearized theory.

2-1 Introduction

For the present chapter we adopt all the limitations listed in Section 1-1, plus the following:
1. \( \rho = \text{constant everywhere}; \) and
2. The fluid was initially irrotational.

The former assumption implies essentially an infinite speed of sound, while the latter guarantees the existence of a velocity potential. Turning to (1-74), we see that the flow field is now governed simply by Laplace's equation
\[ \nabla^2 \phi = 0. \] (2-1)

Associated with this differential equation, the boundary conditions prescribe the values of the velocity potential or its normal derivative over the surfaces of a series of inner and outer boundaries. These conditions may be given in one of the following forms:
1. The Neumann problem, in which \( \nu_n = \partial \phi / \partial n \) is given.
2. The Dirichlet problem, in which the value of \( \phi \) itself is given.
3. The mixed (Poincaré) problem, in which \( \phi \) is given over certain portions of the boundary and \( \partial \phi / \partial n \) is given over the remainder.

A great deal is known about the solution of classical boundary-value problems of this type and more particularly about fluid dynamic applications. Innumerable examples can be found in books like Lamb (1945) and Milne-Thompson (1960). The subject is by no means closed, however, as will become apparent in the light of some of the applications presented in later sections and chapters. A useful recent book, which combines many results of viscous flow theory with old and new developments on the constant-density inviscid problem, is the one edited by Thwaites (1960).

Among the very many concepts and practical solutions that might be considered worthy of presentation, we single out here a few which are especially fundamental and which will prove useful for subsequent work.
2-2 The Three-Dimensional Rigid Solid Moving Through a Liquid

Let us consider a single, finite solid moving through a large mass of constant-density fluid with an outer boundary. We may for many purposes regard as displaced indefinitely toward infinity. For much of what follows, the solid may consist of several three-dimensional solids rather than a single one. The direction of the normal vector will now be regarded as from the boundary, either the inner boundary or the outer boundary, toward the fluid volume.

In the early sections of Chapter 3, Lamb (1945) proves the following important but relatively straightforward results for noncirculatory flow, which are stated here without complete demonstrations:

1. The flow pattern is determined uniquely at any instant if the boundary values of \( \Phi \) or \( \partial \Phi / \partial n \) are given at all points of \( S \) and \( \Sigma \). One important special case is that of the fluid at rest remote from \( S \); then \( \Phi \) can be equated to zero at infinity.

2. The value of \( \Phi \) cannot have a maximum or minimum at any interior point but only on the boundaries. To be more specific, the mean value of \( \Phi \) over any spherical surface containing only fluid is equal to the value at the center of this sphere. This result is connected with the interpretation of the Laplacian operator itself, which may be regarded as a measure of the "lumpiness" of the scalar field; Laplace's equation simply states that this "lumpiness" has the smallest possible value in any region.

3. The magnitude of the velocity vector \( \mathbf{Q} = |\mathbf{Q}| \) cannot have a maximum in the interior of the flow field but only on the boundary. It can have a minimum value zero at an interior stagnation point.

4. If \( \Phi = 0 \) or \( \partial \Phi / \partial n = 0 \) over all of \( S \) and \( \Sigma \), the fluid will be at rest everywhere. That is, no boundary motion corresponds to no motion in the interior.

Next we proceed to derive some less straightforward results.

1. Green's Theorem. For the moment, let the outer boundary of the flow field remain at a finite distance. We proceed from Gauss' theorem for any vector field \( \mathbf{A} \), (1-14),

\[
\oint_{\Sigma} \mathbf{A} \cdot d\mathbf{S} = - \iiint_{V} \nabla \cdot \mathbf{A} \ dV. \tag{2-2}
\]

(The minus sign results from the reversal of direction of the normal vector.) Let \( \Phi \) and \( \Phi' \) be two continuous functions with finite, single-valued first and second derivatives throughout the volume \( V \). We do not yet specify that these functions represent velocity potentials of a fluid flow. Let

\[
\mathbf{A} = \Phi \mathbf{Q} \Phi'. \tag{2-3}
\]
3. A Reciprocal Theorem. Another interesting consequence of Green's theorem is obtained by letting \( \Phi \) and \( \Phi' \) be the velocity potentials of two different constant-density flows having the same inner and outer bounding surfaces. Then, of course, the two Laplacians in (2-6) and (2-7) vanish, and the right-hand sides of these two relations are found to be equal. Equating the left-hand sides, we deduce

\[
\oint_{s+z} \frac{\partial \Phi'}{\partial n} \, dS = \oint_{s+z} \frac{\partial \Phi}{\partial n} \, dS. \tag{2-12}
\]

4: The Physical Interpretation of \( \Phi \). To assist in understanding the significance of the last two results and to give a meaning to the velocity potential itself, we next demonstrate an artificial but nevertheless meaningful interpretation of \( \Phi \). We begin with Bernoulli's equation in the form (1-3), assuming the fluid at infinity to be at rest and evaluating the pressure integral in consequence of the constancy of \( \rho \),

\[
\rho \frac{\partial \Phi}{\partial t} = -[(p - p_0) + \rho \frac{V^2}{2} \rho (\Omega_0 - \Omega)]. \tag{2-13}
\]

Imagine a process in which a system of very large impulsive pressures

\[
P = \int_{(t-t_0)}^t \rho \, d\tau \tag{2-14}
\]

is applied to the fluid, starting from rest, to produce the actual motion existing at a certain time \( t \). In (2-14), \( \tau \) is a dummy variable of integration. We can make the interval of application of this impulse arbitrarily short, and integrate Bernoulli's equation over it. [Incidentally, the same result is obtainable from the basic equations of fluid motion, (1-3) and (1-4), by a similar integration over the interval \( \Delta t \).]

In the limit, the integrals of the pressure \( p_0 \), \( \rho V^2/2 \), and \( \rho (\Omega_0 - \Omega) \) become negligible relative to that of the very large \( P \), and we derive

\[
\rho \int_{(t-t_0)}^t \frac{\partial \Phi}{\partial \tau} \, d\tau = \rho \Phi(t) = -P. \tag{2-15}
\]

Hence, \( P = -\rho \Phi \) constitutes precisely the system of impulsive pressures required to generate the actual motion swiftly from rest. This process might be carried out, for example, by applying impulsive force and torque to the solid body and simultaneously a suitable distribution of impulsive pressures over the outer boundary \( \Sigma \). The total impulse thus applied will equal the total momentum in the instantaneous flow described by \( \Phi \). Unfortunately, both this momentum and the impulse applied at the outer boundary become indeterminate as \( \Sigma \) spreads outward toward infinity, so that there are certain problems of physical interpretation when dealing with an externally unbounded mass of liquid.

In the light of this interpretation of the velocity potential, we reexamine the kinetic energy in (2-11), rewriting this result

\[
T = \frac{1}{2} \oint_{s+z} \rho \frac{V^2}{2} \, dS = \oint_{s+z} \rho \frac{V^2}{2} \, dS. \tag{2-16}
\]

The work done by an impulse acting on a system which starts from rest is known to be the integral over the boundary of the product of the impulse by one-half the final normal velocity at the boundary. Thus, the starting impulses do a total amount of work given by exactly the last member of (2-16). Since the system is a conservative one, this integral would be expected to equal the change of kinetic energy which, of course, is the final kinetic energy \( T \) in the present case. The difficulty in connection with carrying \( \Sigma \) to infinity disappears here, since the work contribution at the outer boundary can be shown to approach zero uniformly. Hence, the kinetic energy of an unbounded mass of constant-density fluid without circulation can be determined entirely from conditions at the inner boundary, and it will always be finite if the fluid is at rest at infinity.

The reciprocal theorem, (2-12), can be manipulated, by multiplication with the density, into the form

\[
\oint_{s+z} \rho \Phi' \, dS = \oint_{s+z} \rho \Phi' \, dS. \tag{2-17}
\]

As such, it becomes a special case of a fairly familiar theorem of dynamics which states that, for any two possible motions of the same system, the sum over all the degrees of freedom of the impulse required to generate one motion multiplied by the velocity in the second motion equals the same summed product taken with the impulses and velocities interchanged.

One final important result is stated without proof: it can be shown that for a given set of boundary conditions the kinetic energy \( T \) of a liquid in a finite or infinite region is a minimum when the flow is acyclical and irrotational, relative to all other possible motions.

2-3 The Representation of \( \Phi \) in Terms of Boundary Values

Let us consider a motion of the type treated in the foregoing sections and examine the question of finding \( \Phi_F \) at a certain point \((x, y, z)\) arbitrarily located in the flow field. For this purpose we turn to the reciprocal theorem (2-12), making \( \Phi \) the velocity potential for the actual flow and

\[
\Phi = \frac{1}{2} \sqrt{(x-x_1)^2 + (y-y_1)^2 + (z-z_1)^2}. \tag{2-18}
\]
Here \((x_1, y_1, z_1)\) is any other point, one on the boundary for instance. See Fig. 2-1. By direct substitution in Laplace's equation, it is easy to prove that
\[
\nabla^2 \Phi' = \nabla^2 \left( \frac{1}{r} \right) = 0
\] (2-19)
everywhere except in the immediate vicinity of \(r = 0\), where the Laplacian has an impulsive behavior corresponding to the local violation of the requirement of continuity.

Over the surface of \(\sigma\),
\[
\frac{\partial}{\partial n} \left( \frac{1}{r} \right) = \frac{\partial}{\partial n} \left( \frac{1}{r} \right) = -\frac{1}{r^2}.
\] (2-24)

By the mean value theorem of integration, it is possible to replace the finite, continuous \(\Phi\) by \(\Phi_P\) in the vicinity of the point \(P\) to an acceptable degree of approximation. These considerations lead to
\[
\lim_{r \to 0} \iint_S \Phi \frac{\partial}{\partial n} \left( \frac{1}{r} \right) \, d\sigma = -\Phi_P \lim_{r \to 0} \iint_S \frac{r^2 \, d\Omega}{r} = -4\pi \Phi_P.
\] (2-25)

Moreover, although \(\partial \Phi / \partial n\) varies rapidly over \(\sigma\), it will always be possible to find a bounded average value \((\partial \Phi / \partial n)_{\text{mean}}\) such that
\[
\lim_{r \to 0} \iint_S \frac{\partial \Phi}{\partial n} \frac{1}{r} \, d\sigma = \left( \frac{\partial \Phi}{\partial n} \right)_{\text{mean}} \lim_{r \to 0} \iint_S \frac{r^2 \, d\Omega}{r} = 0.
\] (2-26)

Hence
\[
\Phi_P = -\iiint_S \Phi \frac{1}{4\pi r} \, dS + \iint_S \Phi \frac{\partial}{\partial n} \left( \frac{1}{4\pi r} \right) \, dS.
\] (2-27)

In the limit as the outer boundary goes to infinity, with the liquid at rest there, one can show that the integrals over \(\Sigma\) vanish, leaving
\[
\Phi_P = \Phi(x, y, z; t) = -\iiint_S \frac{\partial \Phi}{\partial n} \frac{1}{4\pi r} \, dS + \iint_S \Phi \frac{\partial}{\partial n} \left( \frac{1}{4\pi r} \right) \, dS.
\] (2-28)

All the manipulations in (2-27) and (2-28) on the right-hand sides should be carried out using the variables \(x_1, y_1, z_1\). In particular, the normal derivative is expressed in terms of these dummy variables.

The reader will be rewarded by a careful examination of some of the deductions from these results that appear in Sections 67 and 58 of Lamb (1945). For instance, by imagining an artificial fluid motion which goes on in the interior of the bounding surface \(S\), it is possible to reexpress (2-28) entirely in terms of either the boundary values of \(\Phi\) or its normal derivative. Thus, the determinate nature of the problem when one or the other of these quantities is given from the boundary conditions becomes evident.

The quantities \(-1/4\pi r\) and \(\partial / \partial n (1/4\pi r)\), which appear in the integrands of (2-27) and (2-28), are fundamental solutions of Laplace's equation that play the role of Green's functions in the representation of the velocity potential. Their names and physical significances are as follows.
1. The Point Source

$$\phi^s = -\frac{1}{r^2},$$  \hspace{1cm} (2-29)

where \(r\) may be regarded as the radial coordinate in a set of spherical coordinates having the origin at the center of the source. The radial velocity component is

$$U_r = \frac{\partial \phi^s}{\partial r} = \frac{1}{r^2},$$  \hspace{1cm} (2-30)

whereas the other velocity components vanish. Evidently we have a spherically symmetric outflow with radial streamlines. The volume efflux from the center is easily shown to equal unity. The equipotential surfaces are concentric spheres.

A negative source is referred to as a point sink and has symmetric inflow. When the strength or efflux of the source is different from unity, a strength factor \(H\) [dimensions \(\text{length}^3 \text{time}^{-1}\)] is normally applied in (2-29) and (2-30).

2. The Doublet. The derivative of a source in any arbitrary direction \(\mathbf{s}\) is called a doublet,

$$\phi^D = \frac{\partial}{\partial s} \left( \frac{1}{4\pi r^2} \right).$$  \hspace{1cm} (2-31)

In particular, a doublet centered at the point \((x_1, y_1, z_1)\) and oriented in the \(z\)-direction would have the velocity potential

$$\phi^D = \frac{\partial}{\partial z} \left( \frac{1}{4\pi r^2} \right) = \frac{z - z_1}{4\pi r^3}.$$  \hspace{1cm} (2-32)

By examining the physical interpretation of the directional derivative, we see that a doublet may be regarded as a source-sink pair of equal strengths, with the line between them oriented in the direction of the doublet's axis, and carried to the limit of infinitesimal separation between them. As this limit is taken, the individual strengths of the source and sink must be allowed to increase in inverse proportion to the separation.

Sources and doublets have familiar two-dimensional counterparts, whose potentials can be constructed by appropriate superposition of the three-dimensional singular solutions. There also exist more complicated and more highly singular solutions of Laplace's equation, which are obtained by taking additional directional derivatives. One involving two differentiations is known as a quadrupole, one with three differentiations an octupole, and so forth.

2-4 Further Examination of the Rigid, Impermeable Solid Moving Through a Constant-Density Fluid Without Circulation

This section reviews some interesting results of incompressible flow theory which highlight the similarities between the dynamics of a rigid body and constant-density flow. They are particularly useful when calculating the resultant forces and moments exerted by the fluid on one or more bodies moving through it. Consider a particular solid body \(S\) of the type discussed above. Let there be a set of portable axes attached to the body with origin at \(O'\); \(r\) is the position vector measured instantaneously from \(O'\). Let \(u(t)\) and \(\omega(t)\) denote the instantaneous absolute linear and angular velocity vectors of the solid relative to the fluid at rest at infinity. See Fig. 2-2. If \(n\) is the outward normal to the surface of \(S\), the boundary condition on the velocity potential is given in terms of the motion by

$$\frac{\partial \phi}{\partial n} = [u + \omega \times r] \cdot n = u \cdot n + \omega \cdot (r \times n) \text{ on } S = 0.$$  \hspace{1cm} (2-33)

In the second line here the order of multiplication of the triple product has been interchanged in standard fashion.

Now let \(\phi\) be written as

$$\phi = u \cdot \phi + \omega \cdot x.$$  \hspace{1cm} (2-34)

Assuming the components of the vectors \(\phi\) and \(x\) to be solutions of Laplace's equation dying out at infinity, the flow problem will be solved if these coefficients of the linear and angular velocity vectors are made to satisfy the following boundary conditions on \(S:\)

$$\frac{\partial \phi}{\partial n} = n,$$  \hspace{1cm} (2-35)

$$\frac{\partial x}{\partial n} = r \times n.$$  \hspace{1cm} (2-36)

Evidently \(\phi\) and \(x\) are dependent on the shape and orientation of \(S\), but not on the instantaneous magnitudes of the linear and angular velocities themselves. Thus we see that the total potential will be linearly dependent on the components of \(u\) and \(\omega\). Adopting an obvious notation for the various vector components, we write

$$\phi = u\phi_1 + r\phi_2 + u\phi_3 + px_1 + qx_2 + rx_3.$$  \hspace{1cm} (2-37)
Turning to (2-11), we determine that the fluid kinetic energy can be expressed as
\[ T = -\frac{1}{2} \oint \oint \Phi \frac{\partial \Phi}{\partial n} dS = -\frac{1}{2} \oint \oint [u \cdot \Phi + \omega \cdot \times [\mathbf{a} \cdot (u + \omega \times r)]] dS \]
\[ = \frac{1}{2}(Au^2 + Bu^2 + Cu^2 + 2A'uv + 2B'wu + 2C'uv) \]
\[ + Pp^2 + Qq^2 + Rr^2 + 2F'qr + 2Q'rp + 2R'pq \]
\[ + 2p[Fu + Gv + Hv] + 2q[F'v + G'v + H'w] \]
\[ + 2r[F''u + G''v + H''w]. \] (2-38)

Careful study of (2-37) and the boundary conditions reveals that \( A, B, C, \ldots \) are 21 inertia coefficients directly proportional to density \( \rho \) and dependent on the body shape. They are, however, unaffected by the instantaneous motion. Therefore \( T \) is a homogeneous, quadratic function of \( u, v, w, p, q, \) and \( r. \)

By using (2-35) and (2-36) and the reciprocal theorem (2-12), the following examples can be worked out without difficulty:

\[ A = -\rho \oint \oint \left( \Phi_1 \frac{\partial \Phi_1}{\partial n} \right) dS = -\rho \oint \oint \Phi_1 \gamma_1 dS, \] (2-39)

\[ A' = -\rho \oint \oint \left( \Phi_2 \frac{\partial \Phi_3}{\partial n} + \Phi_3 \frac{\partial \Phi_2}{\partial n} \right) dS. \]

\[ = -\rho \oint \oint \Phi_2 \frac{\partial \Phi_3}{\partial n} dS = -\rho \oint \oint \Phi_3 \frac{\partial \Phi_2}{\partial n} dS \]
\[ = -\rho \oint \oint \Phi_2 \gamma_2 dS. \] (2-40)

Here \( \gamma_1 \) and \( \gamma_2 \) are the direction cosines of the unit normal with respect to the \( x- \) and \( y- \) axes, respectively.

Some general remarks are in order about the kinetic energy. First, we observe that the introduction of more advanced notation permits a systematization of (2-38). Thus, in terms of matrices,

\[ T = \frac{1}{2} \begin{bmatrix} u & v & w & p & q & r \end{bmatrix} \begin{bmatrix} \alpha & \beta & \gamma & \delta & \epsilon & \zeta \\ \beta & \delta & \eta & \theta & \iota & \kappa \\ \gamma & \eta & \mu & \nu & \pi & \rho \\ \delta & \theta & \nu & \mu & \sigma & \tau \\ \epsilon & \iota & \pi & \kappa & \omega & \chi \\ \zeta & \kappa & \rho & \tau & \theta & \nu \end{bmatrix} \begin{bmatrix} u \ v \ w \ p \ q \ r \end{bmatrix}. \] (2-41)

The first and last factors here are row and column matrices, respectively, while the central one is a \( 6 \times 6 \) symmetrical square matrix of inertia coefficients, whose construction is evident from (2-38). In the dyadic or tensor formalism, we can express \( T \)

\[ T = \frac{1}{2} \mathbf{u} \cdot \mathbf{M} \cdot \mathbf{u} + \mathbf{u} \cdot \mathbf{S} \cdot \omega + \frac{1}{2} \mathbf{J} \cdot \omega. \] (2-42)

Here \( \mathbf{M} \) and \( \mathbf{I} \) are symmetric tensors of "inertias" and "moments of inertia," while \( \mathbf{S} \) is a nonsymmetrical tensor made up of the inertia coefficients which couple the linear and angular velocity components. For instance, the first of these reads

\[ \mathbf{M} = \alpha + \beta + \gamma + \alpha [j k + k j] + B'[k i + i k] + C'[i j + j i]. \] (2-43)

(Of course, the tensor summation notation might be used in place of dyadics, but the differences are trivial when we are working in Cartesian frames of reference.)

It is suggestive to compare (2-38) with the corresponding formula for the kinetic energy of a rigid body,

\[ T_1 = \frac{1}{2} \sum [u^2 + v^2 + w^2] + \frac{1}{2} [p^2 I_{xx} + q^2 I_{yy} + r^2 I_{zz}] \]
\[ - [q v p q + I_{x y p} + I_{y p} q] \]
\[ + m [x (v-r-w) + y (w-p-r) + z (u+p-v)]. \] (2-44)

Here standard symbols are used for the total mass, moments of inertia, and products of inertia, whereas \( x, y, \) and \( z \) are the coordinates of the center of gravity relative to the portable axes with origin at \( O'. \) For many purposes, it is convenient to follow Kirchhoff's scheme of analyzing the motion of a combined system consisting of the fluid plus the solid body. It turns out to be possible to derive Lagrangian equations of motion for this combined system, which are little more complex than those for the solid alone.

Another important point concerns the existence of principal axes. It is well known that the number of inertia coefficients for the rigid body can be reduced from ten to four by working with principal axes having their origin at the center of gravity. By analogy with this result, or by reference to the tensor character of the arrays of inertia coefficients, one can show that an appropriate rotation of axes causes the off-diagonal terms of \( \mathbf{M} \) to vanish, while a translation of the origin \( O' \) relative to \( S \) converts \( \mathbf{I} \) to a diagonal, thus reducing the 21 to 15 inertia coefficients. Sections 124 to 126 of Lamb (1945) furnish the details.

For present purposes, we focus on how the foregoing results can be used to determine the forces and moments exerted by the fluid on the solid.
It is a well-known theorem of dynamics, for a system without potential energy, that the instantaneous external force \( F \) and couple \( M \) are related to the instantaneous linear momentum \( \xi \) and angular momentum \( \lambda \) by

\[
F = \frac{d\xi}{dt}, \quad (2-45)
\]

\[
M = \frac{d\lambda}{dt}. \quad (2-46)
\]

Furthermore, these momenta are derivable from the kinetic energy by equations which may be abbreviated

\[
\xi = \frac{\partial T_1}{\partial u}, \quad (2-47)
\]

\[
\lambda = \frac{\partial T_1}{\partial \omega}. \quad (2-48)
\]

The notation for the derivatives is meaningful if the kinetic energy is written in tensor form, (2-42). To assist in understanding, we write out the component forms of (2-47),

\[
\xi_1 = \frac{\partial T_1}{\partial u}, \quad \xi_2 = \frac{\partial T_1}{\partial \omega}, \quad \xi_3 = \frac{\partial T_1}{\partial \phi}. \quad (2-49a,b,c)
\]

Lagrange's equations of motion in vector notation are derived by combining (2-45) through (2-48), as follows:

\[
F = \frac{d}{dt} \left( \frac{\partial T_1}{\partial \omega} \right), \quad (2-50)
\]

\[
M = \frac{d}{dt} \left( \frac{\partial T_1}{\partial \phi} \right). \quad (2-51)
\]

The time derivatives here are taken with respect to a nonrotating, non-translating system of inertial coordinates. Some authors prefer these results in terms of a time rate of change of the momenta as seen by an observer rotating with a system of portable axes. If this is done, and if we recognize that there can be a rate of change of angular momentum due to a translation of the linear momentum vector parallel to itself, we can replace (2-45) and (2-46) with

\[
F = \left( \frac{d\xi}{dt} \right)_p + \omega \times \xi, \quad (2-52)
\]

\[
M = \left( \frac{d\lambda}{dt} \right)_p + \omega \times \lambda + \omega \times \xi. \quad (2-53)
\]

The subscript \( p \) here refers to the aforementioned differentiation in portable axes. Corresponding corrections to the Lagrange equations are evident.

Since the foregoing constitute a result of rigid-body mechanics, we attempt to see how these ideas can be extended to the surface \( S \) moving through an infinite mass of constant-density fluid. For this purpose, we associate with \( \xi \) and \( \lambda \) the impulsive force and impulsive torque which would have to be exerted over the surface of the solid to produce the motion instantaneously from rest. (Such a combination is referred to as a "wrench.") In view of the relationship between impulsive pressure and velocity potential, the force and torque can be written

\[
\xi = -\iint_S \rho \phi \, dS, \quad (2-54)
\]

\[
\lambda = -\iint_S \nu \times (\rho \phi) \, dS. \quad (2-55)
\]

These so-called "Kelvin impulses" are no longer equal to the total fluid momenta; the latter are known to be indeterminate in view of the non-vanishing impulses applied across the outer boundary in the limit as it is taken to infinity. Nevertheless, we shall show that the instantaneous force and moment exerted by the body on the liquid in the actual situation are determined from the time rates of change of \( \xi \) and \( \lambda \).

To derive the required relationship, we resort to a partially physical reasoning that follows Chapter 6 of Lamb (1945). Let us take the linear force and linear impulse for illustration purposes and afterwards deduce the result for the angular quantities by analogy.

Consider any flow with an inner boundary \( S \) and an outer boundary \( \Sigma \), which will later be carried to infinity, and let the velocity potential be \( \phi \). Looking at a short interval between a time \( t_0 \) and a time \( t_1 \), let us imagine that just prior to \( t_0 \) the flow was brought up from rest by a system of impulsive forces \(-\rho \phi_0\) and that, just after \( t_1 \), it was stopped by \(-\rho \phi_1\). The total time integral of the pressure at any point can be broken up into two impulsive pieces plus a continuous integral over the time interval.

\[
\int_{t_0}^{t_1} p \, dt = (-\rho \phi_0) - (-\rho \phi_1) + \int_{t_0}^{t_1} p \, dt. \quad (2-56)
\]

Turning to Bernoulli's equation, (2-13), and neglecting the body forces as nonessential, we can also write this integral as follows:

\[
\int_{t_0}^{t_1} p \, dt = -\rho \int_{t_0}^{t_1} \frac{\partial \phi}{\partial t} \, dt - \rho \int_{t_0}^{t_1} \frac{Q^2}{2} \, dt + \text{const} \, [t_1 - t_0]
\]

\[
= 0 - \rho \int_{t_0}^{t_1} \frac{Q^2}{2} \, dt + \text{const} \, [t_1 - t_0]. \quad (2-57)
\]
The first integral on the right here vanishes because the fluid is at rest prior to the starting impulse and after the final one. Also these impulses make no appreciable contribution to the integral of \( \frac{Q^2}{2} \).

Suppose now that we integrate these last two equations over the inner and outer boundaries of the flow field, simultaneously applying the unit normal vector \( n \) so as to get the following impulses of resultant force at these boundaries:

\[
\int_S n \int_{t_0}^{t_0+} p \, dt \, ds; \quad \int_S n \int_{t_0}^{t_0+} p \, dt \, d\Sigma.
\]

We assert that each of these impulses must separately be equal to zero if the outer boundary \( \Sigma \) is permitted to pass to infinity. This fact is obvious if we do the integration on the last member of (2-57),

\[
\int_S n \int_{t_0}^{t_0+} p \, dt \, d\Sigma = -\rho \int_{t_0}^{t_0+} n \int_S \frac{\partial^2}{\partial t^2} \, ds + 0 \to 0 \quad \text{as} \quad \Sigma \to \infty.
\]

(2-58)

The integral of the term containing the constant in (2-57) vanishes since a uniform pressure over a closed surface exerts no resultant force. Furthermore, the integral of \( \frac{Q^2}{2} \) vanishes in the limit because \( Q \) can readily be shown to drop off at least as rapidly as the inverse square of the distance from the origin. The overall process starts from a condition of rest and ends with a condition of rest, so that the resultant impulsive force exerted over the inner boundary and the outer boundary must be zero. Equation (2-58) shows that this impulsive force vanishes separately at the outer boundary, so we are led to the result

\[
\int_S n \int_{t_0}^{t_0+} p \, dt \, ds = 0.
\]

(2-59)

In view of (2-59), the right-hand member of (2-56) can then be integrated over \( \Sigma \) and equated to zero, leading to

\[
\int_S n \int_{t_0}^{t_0+} p \, dt \, ds = \int_{t_0}^{t_0+} F \, dt = \int_S [-p \partial \Phi_t - (-\rho \Phi_0)] n \, ds = \xi_t - \xi_0.
\]

(2-60)

Finally, we hold \( t_0 \) constant and differentiate the second and fourth members of (2-60) with respect to \( t_1 \). Replacing \( t_1 \) with \( t \), since it may be regarded as representing any given instant, we obtain

\[
F = \frac{d \xi_t}{dt}.
\]

(2-61)

This is the desired result. It is a simple matter to include moment arms in the foregoing development, thus working with angular rather than linear momentum, and derive

\[
M = \frac{d \lambda}{dt},
\]

(2-62)

where \( \lambda \) is the quantity defined by (2-55). The instantaneous force and instantaneous moment about an axis through the origin \( O' \) exerted by the body on the fluid are, respectively, \( F \) and \( M \).

If we combine with the foregoing the considerations which led to (2-52) and (2-53), we can reexpress these last relationships in terms of rates of change of the Kelvin linear and angular impulses seen by an observer moving with the portable axes,

\[
F = \left( \frac{d\lambda}{dt} \right)_p + \omega \times \xi,
\]

(2-63)

\[
M = \left( \frac{d\lambda}{dt} \right)_p + \omega \times \lambda + u \times \xi.
\]

(2-64)

As might be expected by comparison with rigid body mechanics, \( \xi \) and \( \lambda \) can be obtained from the fluid kinetic energy \( T \). The rather artificial and tedious development in Lamb (1945) can be bypassed by carefully examining (2-38). The integrals there representing the various inertia coefficients are taken over the inner bounding surface only, and it should be quite apparent, for example, that the quantity obtained by partial differentiation with respect to \( u \) is precisely the \( x \)-component of the linear impulse defined by (2-54); thus one finds

\[
\xi_1, \xi_2, \xi_3 = \frac{\partial T}{\partial u}, \frac{\partial T}{\partial v}, \frac{\partial T}{\partial w}.
\]

(2-65)

and

\[
\lambda_1, \lambda_2, \lambda_3 = \frac{\partial T}{\partial p}, \frac{\partial T}{\partial q}, \frac{\partial T}{\partial r}.
\]

(2-66)

The dyadic contraction of these last six relations is, of course, similar to (2-47) and (2-48).

Suitable combinations between (2-65)-(2-66) and (2-61)-(2-64) can be regarded as Lagrange equations of motion for the infinite fluid medium bounded by the moving solid. For instance, adopting the rates of change as seen by the moving observer, we obtain

\[
F = -F_{\text{body}} = \left[ \frac{d}{dt} \frac{\partial T}{\partial u} \right]_p + \omega \times \frac{\partial T}{\partial u},
\]

(2-67)

\[
M = -M_{\text{body}} = \left[ \frac{d}{dt} \frac{\partial T}{\partial \omega} \right]_p + \omega \times \frac{\partial T}{\partial \omega} + u \times \frac{\partial T}{\partial u}.
\]

(2-68)

In the above equations, \( F_{\text{body}} \) and \( M_{\text{body}} \) are the force and moment exerted by the fluid on the solid, which are usually the quantities of interest in a practical investigation.
2–5 Some Deductions from Lagrange's Equations of Motion in Particular Cases

In special cases we can deduce a number of interesting results by examining (2–67)–(2–68) together with the general form of the kinetic energy, (2–38).

1. Uniform Rectilinear Motion. Suppose a body moves at constant velocity \( u \) and without rotation, so that \( \omega = 0 \). The time derivative terms in (2–67) and (2–68) vanish, and they may be reduced to

\[
F_{\text{body}} = 0, \quad (2–69)
\]

\[
M_{\text{body}} = -u \times \frac{\partial T}{\partial u}. \quad (2–70)
\]

The fact that there is no force, either drag or lift, on an arbitrary body moving steadily without circulation is known as d'Alembert's paradox. A pure couple is found to be experienced when the linear Kelvin impulse vector and the velocity are not parallel. These quantities are obviously parallel in many cases of symmetry, and it can also be proved that there are in general three orthogonal directions of motion for which they are parallel, in which cases the entire force-couple system vanishes. Similar results can be deduced for a pure rotation with \( u = 0 \).

2. Rectilinear Acceleration. Suppose that the velocity is changing so that \( u = u(t) \), but still \( \omega = 0 \). Then a glance at the general formula for kinetic energy shows that

\[
\frac{\partial T}{\partial u} = \frac{\partial T}{\partial v} + j \frac{\partial T}{\partial \phi} + k \frac{\partial T}{\partial \omega} + \frac{\partial}{\partial u} \left[ Au + C'v + B'w \right] + \frac{\partial}{\partial \phi} \left[ Bv + A'w + C'u \right] + \frac{\partial}{\partial \omega} \left[ Cw + A'v + B'u \right] = M \cdot \frac{du}{dt}. \quad (2–71)
\]

This derivative is a linear function of the velocity components. Therefore,

\[
F_{\text{body}} = -M \cdot \frac{du}{dt}. \quad (2–72)
\]

For instance, if the acceleration occurs entirely parallel to the \( x \)-axis, the force is still found to have components in all three coordinate directions:

\[
F_{\text{body}} = -iA \frac{du}{dt} - jC' \frac{dv}{dt} - kB' \frac{dw}{dt}. \quad (2–73)
\]

It is clear from these results why the quantities \( A, B, \ldots \) are referred to as virtual masses or apparent masses. In view of the facts that the virtual masses for translation in different directions are not equal, and that there are also crossed-virtual masses relating velocity components in different directions, the similarity with linear acceleration of a rigid body is only qualitative.

3. Hydrokinetic Symmetries. Many examples of reduction of the system of inertia coefficients for a body moving through a constant-density fluid will be found in Chapter 6 of Lamb (1945). One interesting specialization is that of a solid with three mutually perpendicular axes of symmetry, such as a general ellipsoid. If the coordinate directions are aligned with these axes and the origin is taken at the center of symmetry, we are led to

\[
T = \frac{1}{2} \left[ Au^2 + Bv^2 + Cw^2 + Pp^2 + Qq^2 + Rr^2 \right]. \quad (2–74)
\]

The correctness of (2–74) can be reasoned physically because the kinetic energy must be independent of a reversal in the direction of any linear or angular velocity component, provided that its magnitude remains the same. It follows that cross-product terms between any of these components are disallowed. Here we can see that a linear or angular acceleration along any one of the axes will be resisted by an inertia force or couple only in a sense opposite to the acceleration itself. This is a result which also can be obtained by examination of the physical system itself.

2–6 Examples of Two- and Three-Dimensional Flows Without Circulation

We now look at some simple illustrations of constant-density flows without circulation, observe how the mathematical solutions are obtained, how virtual masses are determined, and how other information of physical interest is developed.

1. The Circular Cylinder. It is well known that a circular cylinder of radius \( c \) in a uniform stream \( U_c \) parallel to the negative \( x \)-direction is represented by the velocity potential

\[
\Phi_{\text{steady}} = -U_c \left[ r + \frac{c^2}{r} \right] \cos \theta. \quad (2–75)
\]

Here \( r \) and \( \theta \) are conventional plane polar coordinates, and the cylinder is, of course, centered at their origin.

If we remove from this steady flow the free-stream potential

\[
[-U_c r \cos \theta = -U_c x],
\]

we are left with

\[
\Phi = - \frac{U_c e^2}{r} \cos \theta. \quad (2–76)
\]
This is just a two-dimensional doublet with its axis pointing in the positive \( x \)-direction, and it represents a fluid motion, at rest at infinity, having around the cylinder \( r = c \) a velocity
\[
\frac{\partial \Phi}{\partial n} = \frac{\partial \Phi}{\partial x} = U_\infty \cos \theta.
\] (2-77)

This result can be regarded as describing the motion for all time in a set of portable axes that move with the cylinder's center. Moreover, the velocity \( U_\infty \) may be a function of time.

Per unit distance normal to the flow, the kinetic energy of the fluid is
\[
T = -\frac{\rho}{2} \int \Phi \frac{\partial \Phi}{\partial n} \, ds = -\frac{\rho}{2} \int_0^{2\pi} \left[ \frac{\partial \Phi}{\partial n} \right]_{r=c} \, c \, d\theta
= -\frac{\rho}{2} (-U_\infty)(U_\infty) \int_0^{2\pi} \cos^2 \theta \, d\theta = \frac{1}{4}(\rho \pi c^2)U_\infty^2.
\] (2-78)

Evidently,
\[
A = \rho \pi c^2,
\] (2-79)

whereas the inertia coefficient \( B \) would have the same value and all other coefficients in the \( r, \theta \)-plane must vanish. We reach the interesting, if accidental, conclusion that the virtual mass of the circular cylinder is precisely the mass of fluid that would be carried within its interior if it were hollowed out. This mass is the factor of proportionality which would relate an \( x \)-acceleration to the inertial force of resistance by the fluid to this acceleration.

These same results might be obtained more efficiently using the complex variable representation of two-dimensional constant-density flow, as discussed in Sections 2-9 ff.

2. Sphere of Radius \( R \) Moving in the Positive \( x \)-Direction (Fig. 2-3).

With the fluid at rest at infinity, the sphere passing the origin of coordinates at time \( t = 0 \) and proceeding with constant velocity \( U_\infty \) has the instantaneous equation, expressed in coordinates fixed to the fluid at infinity,
\[
B(x, y, z, t) = (x - U_\infty t)^2 + y^2 + z^2 - R^2 = 0.
\] (2-80)

The boundary condition may be expressed by the requirement that \( B \) is a constant for any fluid particle in contact with the surface. That is,
\[
\frac{DB}{Dt} = 0 \quad \text{on} \quad B = 0.
\] (2-81)

Working this out with the use of (2-80),
\[
\frac{DB}{Dt} = \frac{\partial B}{\partial t} + \nabla \Phi \cdot \nabla B = -2U_\infty (x - U_\infty t)
+ 2U(x - U_\infty t) + 2Vy + 2Wz = 0.
\] (2-82)
one proceeds toward infinity, and the velocity components die out at least as the inverse cube. General considerations lead to the result that the disturbance created in a constant-density fluid by any nonlifting body will resemble that of a single doublet at remote points.

The foregoing example of the sphere is just a special case of a more general technique for constructing axially symmetric flows around bodies of revolution by means of an equilibrating system of sources and sinks along the axis of symmetry. (The doublet is known to be the limit of a single source-sink pair.) This procedure was originally investigated by Rankine, and such figures are referred to as Rankine ovoids. Among many other investigators, von Kármán (1927) has adapted the method to airship hulls.

For blunt shapes like the sphere, the results of potential theory do not agree well with what is measured because of the presence of a large separated wake to the rear, a problem which we discuss further in Chapter 3. It was this sort of discrepancy that dropped theoretical aerodynamics into considerable disrepute during the nineteenth century. The blunt-body flows are described here principally because they provide simple illustrations.

When it comes to elongated streamlined shapes, a great deal of useful and accurate information can be found without resort to the nonlinear theory of viscous flow, however, and such applications constitute the ultimate objective of this book.

Fig. 2-4. Prolate ellipsoid of revolution moving through constant-density fluid at an angle of attack \( \alpha \) in the \( xy \)-plane.

3. Ellipsoids. A complete account of the solution of more complicated boundary-value problems on spheres, prolate or oblate ellipsoids of revolution, and general ellipsoids will be found in the cited references. Space considerations prevent the reproduction of such results here, with the exception that a few formulas will be given for elongated ellipsoids of revolution translating in a direction inclined to the major axis. These have considerable importance relative to effects of angle of attack on fuselages, submarine hulls, and certain missile and booster configurations.

For the case shown in Fig. 2-4, the velocity

\[
\mathbf{u} = iU_n \cos \alpha + jU_n \sin \alpha
\]

(2-88)
gives rise to a Kelvin impulse

\[
\mathbf{\xi} = iA U_n \cos \alpha + jB U_n \sin \alpha
\]

\[
= \rho \text{[volume]} \left[ i \left( \frac{\alpha_0}{2 - \alpha_0} \right) U_n \cos \alpha + j \left( \frac{\beta_0}{2 - \beta_0} \right) U_n \sin \alpha \right].
\]

(2-89)

Fig. 2-5. Comparison between predicted and measured moments about a centroidal axis on a prolate spheroid of fineness ratio 4:1. [Adapted from data reported by R. Jones (1925) for a Reynolds number of about 500,000 based on body length.]

The ellipsoid's volume is, of course, \( \frac{4}{3} \pi ab^2 \), whereas the dimensionless coefficients \( \left[ \alpha_0/(2 - \alpha_0) \right], \left[ \beta_0/(2 - \beta_0) \right] \)

are functions of eccentricity tabulated in Section 115 of Lamb (1945). With constant speed and incidence the force is zero, but the vectors \( \mathbf{u} \) and \( \mathbf{\xi} \) are not quite parallel and an overturning couple is generated,

\[
M_{\text{body}} = -\mathbf{u} \times \mathbf{\xi}
\]

\[
= -k \frac{\rho}{2} U_n^2 \text{[volume]} \left[ \frac{\beta_0}{2 - \beta_0} - \frac{\alpha_0}{2 - \alpha_0} \right] \sin 2\alpha,
\]

(2-90)

the inertia factor here in braces is always positive, vanishing for the sphere. At fineness ratios above ten it approaches within a few percent of unity. Thus the familiar unstable contribution of the fuselage to static stability is predicted theoretically. The calculations are in fairly satisfactory accord with measurements when \( a/b \) exceeds four or five. Figure 2-5 presents a comparison with pitching-moment data.

2-7 Circulation and the Topology of Flow Regimes

Most of the theorems and other results stated or derived in preceding parts of the chapter refer to finite bodies moving through a finite or infinite mass of liquid. If these bodies have no holes through them, such a field is simply connected in the sense that any closed circuit can be shrunk to a point or continuously distorted into any other closed circuit without ever passing outside the field.
A physical situation of slightly greater complexity, called doubly connected, is one where two, but no more than two, circuits can be found such that all others can be continuously distorted into one or the other of them. Examples are a single two-dimensional shape, a body with a single penetrating hole, a toroid or anchor ring, etc. Carrying this idea further, the flow around a pair of two-dimensional shapes would be triply connected, etc.

In the most general flow of a liquid or gas in a multiply connected region, \( \Phi \) is no longer a single-valued function of position, even though the boundary conditions are specified properly as in the simply connected case. Turning to Fig. 2-6, let \( \Phi_A \) be the specified value of the velocity potential at point \( A \) and at a particular instant. Then \( \Phi_B \) can be written either as

\[
\Phi_B = \Phi_A + \int_{ACC} Q \cdot ds
\]  
(2-91)

or as

\[
\Phi_B = \Phi_A + \int_{ADB} Q \cdot ds.
\]  
(2-92)

These two results will not necessarily be equal, since we cannot prove the identity of the two line integrals when the region between them is not entirely occupied by fluid. As a matter of fact, the circulation around the closed path is exactly

\[
\Gamma = \int_{ADBA} Q \cdot ds = \Phi_{BA} - \Phi_B.
\]  
(2-93)

It is an obvious result of Stokes' theorem that \( \Gamma \) is the same for any path completely surrounding just the body illustrated. Hence the difference in the values of \( \Phi \) taken between paths on one side or the other always turns out to be exactly \( \Gamma \), wherever the two points \( A \) and \( B \) are chosen.

Until quite lately it was believed that, to render constant-density fluid motion unique in a multiply connected region, a number of circulations must be prescribed which is one less than the degree of connectivity. A forthcoming book by Hayes shows, however, that more refined topological concepts must be employed to settle this question. He finds that the indeterminacy is associated with a topological property of the region known as the Betti number. Since the mathematical level of these ideas exceeds what is being required of our readers, we confine ourselves to citing the reference and asserting that it confirms the correctness of the simple examples discussed here and in the following section.

Consider the motion of a given two-dimensional figure \( S \) with \( \Gamma = 0 \). A certain set of values of \( \partial \Phi/\partial n \) on \( S \) can be satisfied by a velocity potential representing the noncirculatory flow around the body. To this basic flow it is possible to add a simple vortex of arbitrary strength \( \Gamma \) for which one

\[
\frac{D}{Dt} \int_A Q \cdot ds = -\int_A \frac{\partial P}{\partial \rho} + \left[ \Omega + \frac{\Omega^2}{2} \right] \rho
\]  
(2-94a)

The fluid here may even be compressible, and \( A \) and \( B \) are any two points in a continuous flow field, regardless of the degree of connectivity. See Fig. 2-7. If now we bring \( A \) and \( B \) together in such a way that the closed path is not simply connected, and if we assume that there is a unique relation between pressure and density, we are led to

\[
\frac{D\Gamma}{Dt} = 0.
\]  
(2-94b)

Let us now again adopt the restriction to constant-density fluid and examine the question of how flows with multiply connected regions and nonzero circulations might be generated. We follow Kelvin in imagining at any instant that a series of barriers or diaphragms are inserted so as to make the original region simply connected by the specification that no path may cross any such barrier. Some examples for which the classical results agree with Hayes are shown in Fig. 2-8.

The insertion of such barriers, which are similar to cuts in the theory of the complex variable, renders \( \Phi \) single-valued. We recall the physical interpretation [cf. (2-15)]

\[
P = -\rho \Phi
\]  
(2-95)
of $\Phi$ as the impulsive pressure required to generate a flow from rest. If such impulsive pressures are applied only over the surfaces of the bodies and the boundary at infinity in regions like those of Fig. 2-8, a flow without circulation will be produced. But suppose, additionally, that discontinuities in $P$ of the amount

$$\Delta P = -\rho \Delta \Phi = -\rho \Gamma$$

(2-96)

are applied across each of the barriers. Then a circulation can be produced around each path obstructed only by that particular barrier. The generation of a smoke ring by applying an impulse over a circular area is an obvious example. Note that $\Delta \Phi$ (or $\Gamma$) is constant all over any given barrier, but the location of the barriers themselves presents an element of arbitrariness.

2-8 Examples of Constant-Density Flows Where Circulation May Be Generated

An elementary illustration of the ideas of the foregoing section is provided by a two-dimensional vortex pair. We work here in terms of real variables rather than the complex variable, although it should be obvious to those familiar with two-dimensional flow theory that the results we obtain could be more conveniently derived by the latter approach. Consider a pair of vortices, which are equal and opposite and may be thought of as wrapped around very small circular cylindrical cores which constitute the boundaries $S$ (Fig. 2-9). This motion can be generated by applying a downward force per unit area

$$\Delta P = -\rho \Delta \Phi = -\rho \Gamma$$

(2-97)

across the barrier shown in the picture. The total Kelvin impulse per unit distance normal to the page is directed downward and may be written

$$\xi = -j(\rho \Gamma d),$$

(2-98)

where $j$ is a unit upward vector and $d$ is the instantaneous separation of the vortex cores.

If, for instance, one of the two vortices is bound to a wing moving to the left with velocity $U_w$ while the other remains at rest in the fluid in the manner of a starting vortex, the force exerted by the fluid on the supporting bodies is

$$F_{body} = -\frac{d\xi}{dt} = -\frac{d}{dt} (j(\rho \Gamma d)) = j\rho \Gamma \frac{d}{dt} (d) = \rho U_w \Gamma j.$$

(2-99)

This may be recognized as the two-dimensional lift called for by the theorem of Kutta and Joukowsky.

A more complicated system of vortices is used as an indirect means of representing the influence of viscosity on the flow around a lifting wing of finite span (Fig. 2-10). For any one of the infinite number of elongated vortex elements, the Kelvin impulse is directed downward and equals

$$\xi = -j(\rho \Delta \Phi \times [area]).$$

(2-100)
2-9 Two-Dimensional, Constant-Density Flow: Fundamental Ideas

We now turn to the subject of two-dimensional, irrotational, steady or unsteady motion of constant-density fluid. We begin by listing a number of results which are well-known and may be found developed, for instance, in Chapters 5 through 7 of Milne-Thompson (1960). The combined conditions of irrotationality and continuity assure the existence of a velocity potential $\Phi(r, \theta)$ and a stream function $\Psi(r, \theta)$, such that

$$Q = \nabla \Phi = \nabla \times (k\Psi). \tag{2-101}$$

Here $r = xi + yj$.

If (2-101) is written out in component form, we obtain

$$U = \frac{\partial \Phi}{\partial x} = \frac{\partial \Psi}{\partial y}; \quad V = \frac{\partial \Phi}{\partial y} = -\frac{\partial \Psi}{\partial x}. \tag{2-102}$$

The latter equalities will be recognized as the Cauchy-Riemann relations.

For constant-density fluid,

$$\nu \cdot Q = \nabla^2 \Phi \tag{2-103}$$

is the volume divergence, whereas for a rotational flow,

$$\nabla \times Q = -k\nabla^2 \Psi \tag{2-104}$$

is the vorticity vector. Therefore, in the case under consideration,

$$\nabla^2 \Phi = 0 = \nabla^2 \Psi. \tag{2-105}$$

Among other ways of constructing solutions to the two-dimensional Laplace equation, a function of either

$$Z = x + iy = re^{\theta} \tag{2-106}$$

or

$$Z = x - iy = re^{-\theta} \tag{2-107}$$

alone will be suitable.* To be more specific, the Cauchy-Riemann relations are necessary and sufficient conditions for $\Phi$ and $\Psi$ to be the real and imaginary parts, respectively, of the same analytic function of $Z$. This function we call the complex potential,

$$W(Z) = \Phi + i\Psi. \tag{2-108}$$

* The bar over any symbol will be employed to designate a complex conjugate for the remainder of this chapter.

The following formulas for particle velocity and speed are easily derived:

$$U - iV = [U_x - iU_y]e^{-\theta} = \frac{d\Phi}{dz}, \tag{2-109}$$

$$Q^2 = \left|\frac{dW}{dz}\right|^2 = \frac{d\Phi}{dz} \frac{d\bar{\Phi}}{dz}. \tag{2-110}$$

The lines $\Phi = \text{const}$ and $\Psi = \text{const}$ form orthogonal networks of equi-potentials and streamlines in the $x, y$-plane, which is usually referred to as the $Z$-plane.

An interesting parallelism between the imaginary unit $i = \sqrt{-1}$ and the vector operator $kx$ is discussed in Milne-Thompson (1960), and some readers may find it helpful to study this more physical interpretation of a quantity which has unfortunately been given a rather formidable name.

The fact that the complex potential is a function of a single variable has many advantages. Differentiation is of the ordinary variety and can be conveniently cascaded or inverted. Also, it makes little difference whether we operate with the functional relationship $W(Z)$ or $Z(W)$; many flows are more conveniently described by the latter.

We recall that many fundamental flow patterns are associated with simple singular forms of the complex potential. Thus $\ln Z$ implies a point source or point vortex, $1/Z$ is a doublet, and $Z^n$ corresponds to various fluid motions with linear boundaries meeting at angles related to $\alpha$. A failure of one or more of the underlying physical assumptions occurs at the singular point location. Nevertheless, the singular solutions are useful in constructing flows of practical interest in regions away from their centers. Forces and moments can be expressed in terms of contour integrals around the singularities and are therefore connected with residues at poles.

The complex potential is itself a kinematical concept. To find pressures and resultant forces in steady and unsteady flows, further information is required. Thus Bernoulli's equation, (1-63), is our tool for pressure calculation. The necessary quantities are taken from (2-111) and

$$\frac{\partial \Phi}{\partial t} = \text{Re}\left\{\frac{dW(Z)}{dz}\right\}, \tag{2-112}$$

where the operator on the right means to take the real part of the quantity in braces.

For forces and moments on a single closed figure in steady flow, we have available the classical Blasius equations

$$F_x - iP_y = \frac{i\rho}{2} \int_C \left(\frac{dW}{dz}\right)^2 dZ, \tag{2-113}$$

$$M_0 = \text{Re}\left\{-\rho \int_C Z \left(\frac{dW}{dz}\right)^2 dZ\right\}. \tag{2-114}$$
where \( M_0 \) is the counterclockwise moment exerted by the fluid on the profile about an axis through the origin, and \( C \) is a contour that surrounds the body but no other singularities of the flow field, if such exist. In the absence of external singularities, the contour may be enlarged indefinitely. Then if \( W(Z) \) can be expanded into an inverse power series in \( Z \), which is nearly always the case, we identify all forces as coming from the \( 1/Z \) term and all moments as coming from the \( 1/Z^2 \) term. We conclude that an effective source or vortex, plus a uniform stream, will lead to a resultant force. Moreover, a doublet may give rise to a moment, as can certain other combinations of source-like and vortex-like singular solutions.

![Figure 2-11](image-url)

**FIG. 2-11.** Pressure force acting on a short segment of body surface in two-dimensional flow.

In a limited way, (2-113) and (2-114) can be extended to apply to unsteady flows. The development follows Section 6.41 of Milne-Thompson (1960), but a restriction is required which is not carefully stated there. Let us consider a two-dimensional body whose position is fixed and whose contour does not change with time but which is in an accelerated stream \( U_0(t) \) or otherwise unsteady regime. See Fig. 2-11. We derive the force equation and simply write down its analog for the moment. Let \( C_B \) be a contour coinciding with the fixed body surface. We note that

\[
\frac{dF}{dt} = -p \, dy - ip \, dx = -ip \, d\Omega. \tag{2-115}
\]

However,

\[
p = -\rho \left[ \frac{Q^2}{2} + \frac{\partial P}{\partial t} \right] + \text{[nonessential increment]}
= -\rho \, \frac{\partial W}{\partial Z} \frac{\partial \Omega}{\partial Z} - \rho \, \frac{\partial P}{\partial t}. \tag{2-116}
\]

The quantity labeled "nonessential increment" is dropped from (2-116) since even a time function will contribute nothing to the total force or moment. We substitute into (2-115)

\[
dF_x - i \, dF_y = i \rho \, \frac{\partial W}{\partial Z} \frac{\partial \Omega}{\partial Z} + i\rho \, \frac{\partial P}{\partial t} \, d\Omega. \tag{2-117}
\]

On the body surface,

\[
\Psi = \Psi_B(t) \tag{2-118}
\]

independent of the space coordinates because of the assumed fixed position (i.e., the body is always an instantaneous streamline). Noting that the integration of force is carried out for a particular instant of time, we may write, following the contour \( C_B \),

\[
\int \frac{\partial W}{\partial Z} \frac{\partial \Omega}{\partial Z} - i\rho \, \frac{\partial P}{\partial t} \, d\Omega.
\]

The latter holds true because

\[
\int \frac{\partial W}{\partial Z} \frac{\partial \Omega}{\partial Z} - i\rho \, \frac{\partial P}{\partial t} \, d\Omega = \Phi - i \Psi. \tag{2-121}
\]

Finally, we integrate around the contour \( C_B \) and observe that the integral of the quantity \( d\Psi_B/dt \) must vanish.

\[
F_x - iF_y = i \rho \int_{C_B} \left( \frac{dW}{dZ} \right)^2 dZ + i\rho \int_{C_B} \frac{\partial W}{\partial t} \, dZ
= i \rho \int_{C_B} \left( \frac{dW}{dZ} \right)^2 dZ + i\rho \int_{C_B} \frac{\partial W}{\partial t} \, dZ. \tag{2-122}
\]

In this latter form the integrals are carried out around the contour \( C_B \) because each integrand is recognized as an analytic function of the variable of integration only, and contour deformation is permitted in the usual fashion. Of course, no pole singularities may be crossed during this deformation, and branch points must be handled by putting suitable cuts into the field. The extended Blasius equation for moments in unsteady flow reads

\[
M_0 = -\operatorname{Re} \left[ \rho \int_{C_B} \left( \frac{dW}{dZ} \right)^2 dZ + \rho \int_{C_B} \frac{\partial W}{\partial t} \, dZ \right]. \tag{2-123}
\]

Here the second contour may not be deformed from \( C_B \) since \( Z \) is not an analytic function of \( Z \). We close this section by setting down, without proof, the two-dimensional counterpart of (2-28). For an arbitrary field point \( x, y, t \) this theorem expresses the velocity potential as follows:

\[
\Phi(x, y, t) = \frac{1}{2\pi} \int_{C_B} \left[ \frac{\partial \Psi}{\partial n} \ln r - \Phi \, \frac{\partial}{\partial n} (\ln r) \right] ds. \tag{2-124}
\]

Here the fluid must be at rest at infinity; line integration around the body contour is carried out with respect to dummy variables \( x_1, y_1 \), and

\[
r = \sqrt{(x - x_1)^2 + (y - y_1)^2}. \tag{2-125}
\]
The natural logarithm of \( r \) is the potential of a two-dimensional line source centered at point \( x_1, y_1 \). When differentiated with respect to outward normal \( n \), it is changed into a line doublet with its axis parallel to \( n \).

2-10 Two-Dimensional, Constant-Density Flow:
Conformal Transformations and Their Uses

A consequence of the mapping theorem of Riemann is that the exterior of any given single closed figure, such as an airfoil, in the complex \( Z \)-plane can be mapped into the exterior of any other closed figure in the \( \tau \)-plane by an analytic relation of the form

\[
Z = f(\tau).
\]  

(2-126)

See Fig. 2-12. It is frequently convenient to choose a circle for the \( \tau \)-figure. The angle between any two intersecting lines is preserved by the transformation; for example, a set of orthogonal trajectories in one plane also turns out to be a set in the other. If the point at infinity is to remain unchanged, the transformation can always be expanded at large distances into something of the form

\[
Z = \tau + \frac{a_1}{\tau} + \frac{a_2}{\tau^2} + \ldots ,
\]  

(2-127)

where the \( a_n \) are complex constants.

Fig. 2-12. An illustration of the \( Z \)- and \( \tau \)-planes connected through conformal transformation.

It is occasionally pointed out that a special case of conformal transformation is the complex potential itself, (2-109), which can be regarded as a mapping of the streamlines and equipotentials into a \( (\Phi + i\Psi) \)-plane, where they become equidistant, horizontal and vertical straight lines, respectively.

The practical significance of the mapping theorem is that it can be used to transform one irrotational, constant-density flow \( \mathbf{w}_1(\tau) \) with elementary boundaries into a second flow

\[
\mathbf{w}(\tau) = \mathbf{w}_1(\tau)(\tau^{-1}(\tau)),
\]  

(2-128)

which has a more complicated boundary shape under the control of the transformer. Contours of engineering interest, such as a prescribed wing section, are readily obtained by properly choosing the function in (2-126). Conditions far away from the two figures can be kept the same, thus allowing for a prescribed flight condition.

Velocities, and consequently pressures, can be transformed through the relation

\[
U - iV = \frac{\partial \Phi}{\partial \tau} = \frac{\partial \mathbf{W}_1}{\partial \tau} = \frac{U_\tau - iV_\tau}{dZ/d\tau}.
\]  

(2-129)

It follows that

\[
Q = \frac{|U_\tau - iV_\tau|}{|dZ/d\tau|} = \frac{Q_\tau}{|d\tau/d\tau|}.
\]  

(2-130)

\( \xi \) and \( \eta \) being the real and imaginary parts of \( \tau \), respectively. The equations of Blasius can be employed to determine resultant force and moment in either of the two planes, and the transformation of variable itself is helpful when determining this information for the \( Z \)-figure. To provide starting points, many elementary complex potentials are known which characterize useful flows with circular boundaries.

Several transformations have proved either historically or currently valuable for constructing families of airfoil shapes and other two-dimensional figures with aeronautical applications. The reader is presumed to be familiar with the Joukowsky transformation, and much can be done with very minor refinements to the original investigations of Kutta and Joukowsky. No effort is made to expose in detail the various steps that have been carried out by different investigators, but we do list below a number of the more important transformations and something about their consequences.

1. The Joukowsky-Kutta Transformation

\[
Z = \tau + \frac{l^2}{\tau}.
\]  

(2-131)

Here \( l \) is a positive real constant, and the so-called singular points of the transformation where the \( dZ/d\tau = 0 \) are located at \( \tau = \pm l \), corresponding to \( Z = \pm 2l \). When applied to suitably located circles in the \( \tau \)-plane, (2-131) is well known to produce ellipses, flat plates, circular arc profiles of zero thickness, symmetrical and cambered profiles with their maximum thickness far forward and with approximately circular-arc camber lines.
The shape obtained actually depends on the location of the circle relative to the aforementioned singular points. A cusped trailing edge is produced by passing the circle through the singular point on the downstream side of the circle.

2. The von Mises Transformations. These transformations are special cases of the series, (2-127), in which it is truncated to a finite number of terms:

\[ Z = r + \frac{a_1}{r} + \cdots + \frac{a_n}{r^n} \]  

(2-132)

When an airfoil is being designed, the series is constructed by starting from the singular point locations at

\[ r = r_{1}, r_{2}, \ldots, r_{n+1} \]  

(2-133)

The derivative of the transformation is written

\[ \frac{dZ}{dr} = \left[ 1 - \frac{r_1}{r} \right] \left[ 1 - \frac{r_2}{r} \right] \cdots \left[ 1 - \frac{r_{n+1}}{r} \right] \]  

(2-134)

and subsequently integrated in closed form. By the rather laborious process of trial-and-error location of singular points, many practical airfoils were developed during the 1920's. It is possible to adjust the thickness and camber distributions in a very general way. Interesting examples of von Mises and other airfoils will be found discussed in a recent book by Riegels (1961).

3. The von Kármán-Trefftz Transformation. This method derives from a scheme for getting rid of the cusp at the trailing edge, produced by the foregoing classes of transformations, and replacing it by a corner with a finite angle \( \tau \). To see how it accomplishes this, consider a transformation with a singular point at \( r = r_0 \), corresponding to a point \( Z = Z_0 \). In the vicinity of this particular singular point, it is easy to show that the transformation can be approximated by

\[ Z - Z_0 = A(r - r_0)^n, \quad n > 1 \]  

(2-135)

where \( A \) is some complex constant. Evidently, the quantity

\[ \frac{dZ}{dr} = \frac{d(Z - Z_0)}{d(r - r_0)} = nA(r - r_0)^{-1} \]  

(2-136)

vanishes at the point for \( n > 1 \), as it is expected to do. Let \( r_0 \) and \( \theta_0 \) be the modulus and argument of the complex vector emanating from the point \( r_0 \). Equation (2-136) can be written

\[ d(Z - Z_0) = nA r_0^{n-1} e^{i(n-1)\theta_0} d(r - r_0) \]  

(2-137)

This is to say, the element of arc \( d(r - r_0) \) is rotated through an angle \( (n - 1)\theta_0 \) in passing from the \( r \)-plane to the \( Z \)-plane, if we overlook the effect of the constant \( A \) which rotates any line through \( r_0 \) by the same amount. Figure 2-13 demonstrates what this transformation does to a continuous curve passing through the point \( r = r_0 \) in the \( r \)-plane. By proper choice of \( n \), the break in the curve which is produced on the \( Z \)-plane can be given any desired value between \( \pi \) and \( 2\pi \).

![Fig. 2-13. A continuous element of arc AB, passing through a singular point in the r-plane, is transformed by (2-137) into a broken line A'B'.](image)

![Fig. 2-14. Trailing-edge angle \( \tau \) of the sort produced by the transformation equation (2-139).](image)

We have no trouble in showing that the Joukowsky and von Mises transformations are cases of \( n = 2 \). For instance, the Joukowsky can be manipulated into

\[ \frac{Z - Z_0}{Z + Z_0} = \left( \frac{r - r_0}{r + r_0} \right)^2 \]  

(2-138)

Von Kármán and Trefftz (1918) suggested replacing (2-138) as follows:

\[ \frac{Z - 2l}{Z + 2l} = \left( \frac{r - r_0}{r + r_0} \right)^{2-(c/\tau)} \]  

(2-139)

As in Fig. 2-14, the outer angle between the upper and lower surfaces of the airfoil at its trailing edge (T.E.) is now \( (2\pi - \tau) \), so a finite interior angle has been introduced and can be selected at will.

In a similar fashion a factor

\[ \left( \frac{1 - \frac{r_0}{r}}{\frac{r}{r_0}} \right)^{1-(\tau/\pi)} \]
can be included in the von Mises equation (2-134). Then if the circle in the \( \zeta \)-plane is passed through the point \( \zeta = \zeta_{\text{ref}} \), an adjustable trailing edge is provided for the resulting profile.

4. The Theodorsen Transformation.\(^*\) Theodorsen's method and the several extensions which have been suggested for it are capable of constructing the flow around an airfoil or other single object of completely arbitrary shape. All that is needed is some sort of table or equation providing the ordinates of the desired figure. The present brief discussion will emphasize the application to the airfoil.

The transformation is actually carried out in two steps. First the airfoil is mapped in the \( \zeta \)-plane as close as possible to where a similarly shaped Joukowsky airfoil would fall. It can be proved that this will involve locating the Joukowsky singular points \( \zeta = \pm 2l \) halfway between the nose and the trailing edge and their respective centers of curvature. (Of course, if the trailing edge is pointed, the singularity \( \zeta = -2l \) falls right on it.) By applying Joukowsky's transformation in reverse, the airfoil is transformed into a "pseudocircle" in the \( \zeta' \)-plane

\[
Z' = \zeta' + \frac{l^2}{\zeta'}. \quad (2-140)
\]

The second procedure is the conversion of the pseudocircle to an exact circle centered at the origin in the \( r \)-plane by iterated determination of the coefficients in the transformation series

\[
Z' = \zeta' \exp \left( \sum_{n=1}^{\infty} \frac{C_n}{\zeta'_{\text{ref}}} \right). \quad (2-141)
\]

Here the \( C_n \) are complex constants.

The two steps of the process are illustrated in Fig 2-15.

Let us consider the two steps in a little more detail. We write

\[
Z = x + iy, \quad (2-142)
\]

\[
Z' = le^{i\phi}, \quad (2-143)
\]

That is, the argument of \( Z' \) is denoted by \( \phi \) and its modulus is \( le^\phi \). It is not difficult to derive the direct and inverse relationships between the coordinates of the airfoil and pseudocircle:

\[
x = 2l \cosh \psi \cos \phi \\
y = 2l \sinh \psi \sin \phi, \quad (2-144)
\]

\[
2 \sin^2 \phi = p + \sqrt{p^2 + (y/l)^2} \\
2 \sinh^2 \psi = -p + \sqrt{p^2 + (y/l)^2}, \quad (2-145)
\]

where

\[
p = 1 - \left( \frac{x}{2l} \right)^2 - \left( \frac{y}{2l} \right)^2. \quad (2-146)
\]

Note that \( \psi \) will be quite a small number for profiles of normal thickness and camber.

The function \( \psi(\phi) \) for the pseudocircle may be regarded as known at as many points as desired. We then write

\[
\zeta = R_0 e^{i\phi} = le^{i\phi} e^{i\phi}. \quad (2-147)
\]

For points on the two contours only, the transformation, (2-141), can be manipulated as follows:

\[
\frac{Z'}{\zeta} = \frac{le^{i\phi+i\theta}}{le^{i\phi+i\phi}} = \exp [(\psi - \psi_0) + i(\phi - \phi)], \quad (2-148)
\]

\[
Z' = \zeta \exp [(\psi - \psi_0) + i(\phi - \phi)] = \zeta \exp \left( \sum_{n=1}^{\infty} \frac{C_n}{\zeta_{\text{ref}}} \right). \quad (2-149)
\]

Theodorsen (1931) adopted the symbol \( \epsilon \) to denote the shift in argument going from the \( Z' \)- to the \( \zeta \)-plane,

\[
\epsilon = \phi - \theta \quad \text{or} \quad \phi = \theta + \epsilon. \quad (2-150)
\]

Writing

\[
C_n = A_n + iB_n, \quad (2-151)
\]

we are able to derive

\[
\psi - \psi_0 = \sum_{n=1}^{\infty} \left[ \frac{A_n}{R_0} \cos n\phi + \frac{B_n}{R_0} \sin n\phi \right], \quad (2-152)
\]

\[
\epsilon = \sum_{n=1}^{\infty} \left[ -\frac{B_n}{R_0^2} \cos n\phi + \frac{A_n}{R_0^2} \sin n\phi \right]. \quad (2-153)
\]

These two equations imply that \( (\psi - \psi_0) \) and \( \epsilon \) are conjugate quantities. They are expressed as Fourier series in the variable \( \phi \), so that the standard formulas for individual Fourier coefficients could be employed if these quantities were known in terms of \( \phi \). Moreover, the conjugate property
can be used to relate the functions $e$ and $\psi$ directly, as follows:

\[
e(\phi') = -\frac{1}{2\pi} \int_{\phi}^{\phi'} \psi(\phi) \cot \left( \frac{\phi - \phi'}{2} \right) d\phi,
\]

(2-154)

\[
\psi(\phi') = \psi_0 + \frac{1}{2\pi} \int_{\phi}^{\phi'} e(\phi) \cot \left( \frac{\phi - \phi'}{2} \right) d\phi.
\]

(2-155)

In actuality, only $\psi(\theta)$ is available to begin with; $\theta$ can be regarded as a first approximation to $\phi$, however, and (2-154) employed to get a first estimate of $e$. Equation (2-150) then yields an improved approximation to $\phi$ and to $\psi(\phi)$, so that (2-154) may be used in an iterative fashion to obtain converged formulas for the desired quantities. For typical airfoils it is found that this process converges very rapidly, and the numerical integration of (2-154) need be iterated only once or twice. Of course, it is necessary to be careful about the pole singularity at $\phi = \phi'$.

As described in the references, Theodorsen's so-called $e$-method has many uses in the theory of low-speed airfoils. For instance, one can generate families of profiles from assumed forms of the function $e(\phi)$. Approximate means have been developed, starting from an airfoil of known shape and pressure distribution, for adjusting this pressure distribution in a desired fashion. This scheme formed the basis for the laminar flow profiles which played such an important role in the early 1940's. Their shapes sustain a carefully adjusted, favorable pressure distribution to assure the longest possible laminar run prior to transition in the boundary layer.

In wind tunnel tests, they achieve remarkable reductions in friction drag; unfortunately, these same reductions cannot usually be obtained in engineering practice, and some of the profiles have undesirable characteristics above the critical flight Mach number.

Figure 2-16 shows a particularly successful example of the comparison between pressure distribution measured on an airfoil and predicted by this so-called "$e$-method."

5. The Schwars-Christoffel Transformations. These transformations are described in detail in any advanced text on functions of a complex variable. They furnish a useful general technique for constructing flows with boundaries which are made up of straight-line segments.

2-11 The Kutta Condition and Lift

As is familiar to every student of aerodynamics, Joukowsky and Kutta discovered independently the need for circulation to render the two-dimensional, constant-density flow around a figure with a pointed trailing edge physically reasonable. This is a simple example of a scheme for fixing the otherwise indeterminate circulation around an irreducible path in a doubly connected region. It is one of a number of ways in which viscosity can be introduced at least indirectly into aerodynamic theory without actually solving the equations of Navier and Stokes. The circulation gives rise to a lift, which is connected with the continually increasing Kelvin impulse of the vortex pair; one of the vortices being the circulation bound to the airfoil, while the other is the "starting vortex" that was generated at the instant the motion began.

With respect to the lifting airfoil, we reproduce a few important results from Sections 7.40-7.53 of Milne-Thompson (1960). Let the profile and the circle which is being transformed into it be related as shown in Fig. 2-17.
It is assumed that the transformation

$$Z = z + \frac{a_1}{z} + \frac{a_2}{z^2} + \cdots$$

(2-156)

which takes the circle into the airfoil, is known. It can be proved that the resulting force is normal to the oncoming stream and equal to

$$L = \rho U_\infty \Gamma.$$ 

(2-157)

Here $\Gamma$ is the circulation bound to the airfoil, which incidentally may or may not satisfy the full Kutta condition of smooth flow off from the trailing edge. If this condition is entirely met, which is equivalent to neglecting the effect of displacement thickness of the boundary layer and the wake thickness at the trailing edge, then the circulation is given by

$$\Gamma = 4\pi U_\infty \alpha \sin \alpha_{Z.L.}.$$ 

(2-158)

All the quantities here are defined in the figure. In particular, $\alpha_{Z.L.}$ is the angle of attack between the actual stream direction and the zero-lift ($Z.L.$) direction, determined as a line parallel to one between the center of the circle in the $z$-plane and the point $H_1$ which transforms into the airfoil trailing edge. Combining (2-157) and (2-158), we compute the lift

$$L = 4\pi \rho U_\infty^2 \alpha \sin \alpha_{Z.L.}.$$ 

(2-159)

From this we find that the lift-curve slope, according to the standard aeronautical definition, is slightly in excess of $2\pi$, reducing precisely to $\pi$ when the airfoil becomes a flat plate of zero thickness, i.e., when the radius $a$ of the circle becomes equal to a quarter of the chord.

The airfoil is found to possess an aerodynamic center (A.C.), a moment axis about which the pitching moment is independent of angle of attack. This point is located on the $z$-plane as shown in Figs. 7.52 and 7.53 of Milne-Thompson (1960). The moment about the aerodynamic center is

$$M_{A.C.} = -2\pi \rho U_\infty^2 \sin 2\alpha,$$

(2-160)

where

$$a_1 = (e^{-\tau} - 1)^2.$$ 

(2-161)

Figure 2-18 gives some indication of the accuracy with which lift and moment can be predicted. The theoretical value of zero for drag in two dimensions is the most prominent failure of inviscid flow methods. It represents a nearly achievable ideal, however, as evidenced by the lift-to-drag ratio of almost 300 from a carefully arranged experiment, which is reported on page 8 of Jones and Cohen (1960).
3

Singular Perturbation Problems

3-1 Introduction

The treatment given in the preceding chapter is of fairly limited practical use for engineering problems. Constant-density inviscid and irrotational flow is there rather considered as a physical model for subsonic flows in general from which interesting qualitative information can be extracted but not always accurate quantitative results. Thus, despite d'Alembert's paradox, the drag in a two-dimensional flow is certainly not zero, but the proper interpretation of the theoretical result is that, in a steady (attached) flow, drag forces are generally much smaller than either lift or forces due to unsteady motion. The practical conclusion one can draw from the inviscid model is that flow separation should be avoided at all costs. This calls for rather blunt-nosed shapes with no abrupt slope or curvature changes or protuberances, and with gently sloping rear portions, i.e., "streamlined" bodies.

Apart from the drag which is dominated by viscosity—the very thing that was neglected in the simplified model—the constant-density theory is able, in many practical cases, to produce remarkably good approximations to pressure distributions for speeds less than, say, half the speed of sound. Unfortunately, the calculation of inviscid flow for shapes of engineering interest is usually so difficult that one is forced to make some further approximation in order to obtain a result. For all the simple shapes considered in Chapter 2 (with the exception of certain airfoils and the ellipsoids with large fineness ratio) the nonviscous solutions happen to be almost completely useless, since in reality the flow will separate and the simplified model then loses its validity. The example emphasizes the fact that extreme caution must be exercised when using the physical model to obtain approximate engineering results rather than just to gain a general qualitative understanding of the physical situation and the mathematical structure of the problem. Considerable insight is generally required to judge when a simplified model will provide a useful first approximation to an actual physical situation.

The discussion may suffice to emphasize the basic difference between physical models and approximate solutions; for the former, one seeks an exact solution to a simplified and very often an artificial problem whereas,

loosely speaking, in the latter, one seeks a simplified solution to a real problem. The distinction should always be kept in mind although it is not always clear-cut. For example, the continuum model of gas is also a very good approximation for all the problems that we will consider.

There are a variety of methods to obtain useful approximations. We shall discuss two different methods which are the ones mostly used in aerodynamic problems. One is the expansion in powers of a small parameter. Often the first term in this expansion may by itself be considered as a physical model. Some of the expansions that will be discussed and the physical models derived in this manner are illustrated in Fig. 3-1.

A great majority of problems in fluid mechanics have been successfully attacked by series-expansion methods. The series obtained are usually only semiconvergent, i.e., asymptotic, and also frequently not uniformly valid. These features, which are closely associated with the so-called singular perturbation nature of such problems, will be thoroughly discussed in the following section.

<table>
<thead>
<tr>
<th>Flow problem</th>
<th>Expansion in</th>
<th>Physical model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscous flow</td>
<td>$1/\text{Re}$</td>
<td>Inviscid flow</td>
</tr>
<tr>
<td>Thin-wing theory</td>
<td>$\text{Re}^{1/2}$ or $a$</td>
<td>Lifting-surface theory</td>
</tr>
<tr>
<td>Two-dimensional flow</td>
<td>$1/\text{A}$</td>
<td></td>
</tr>
<tr>
<td>Two-dimensional crossflow</td>
<td>$A$</td>
<td>Siender-body theory</td>
</tr>
</tbody>
</table>

Fig. 3-1. Use of series expansions for obtaining approximate solutions to aerodynamic problems.
The second method of approximation that will be considered is the purely numerical one. In the future this will undoubtedly become of increasing importance as the full potentialities of modern computing devices are realized among aerodynamicists. There are many difficulties associated with numerical solutions. First of all, the equations for fluid flow are so complicated that no one has as yet succeeded in a step-by-step integration of the full gas dynamic equations even assuming a perfect, inviscid gas. Therefore, the examples given will concern the numerical solution of linearized problems. Second, it is very hard to estimate the error induced by the approximation scheme employed. In contrast, this could in principle always be done in the analytical series solution by estimating the first neglected term. For this purpose, and for checking out the computational program, the analytical solutions for the limiting cases are extremely useful. Thus, far from making them obsolete, the new possibilities for numerical solutions give the analytical solutions extended practical usefulness.

3-2 Expansion in a Small Parameter; Singular Perturbation Problems

As will be seen, the majority of the problems that will be considered subsequently are characterized mathematically by the property that, in the limit as the small parameter vanishes, one or more highest-order-derivative terms in the governing differential equation drop out so that the differential equation degenerates. Hence not all of the original boundary conditions of the problem can be satisfied. This type of problem is known as a singular perturbation problem. In recent years a very powerful systematic method to treat such problems has been developed by the Caltech school, primarily by Kaplun (1954, 1957) and Lagerstrom (1957). The method is known by various names; the most frequently used one is "the inner and outer expansion method." Another one is "the method of matched asymptotic expansions" suggested by Bretherton (1962). This name has been adopted in a recent book by Van Dyke (1964) and we will follow here his usage of terminology. The reader is referred to this book for more details on the method.

In order to introduce the method and its basic ideas we will first, as is customary in the literature on the subject [see, e.g., Erdelyi (1961)], consider a simple problem involving only an ordinary differential equation. The problem chosen may be stated mathematically as follows: "Given a mass \( m \) on a spring of spring constant \( k \) with a viscous damper of damping constant \( d \). (See Fig. 3-2.) At time \( t = 0 \) the mass is given an impulse \( I \) (for example, by shooting off a charge to the left). What is the subsequent motion of the mass when \( m \) is very small?"

This problem will be solved in essentially three different ways. First, an exact solution may easily be obtained. The governing differential equation and the associated boundary conditions are

\[
m \frac{d^2 x}{dt^2} + d \frac{dx}{dt} + kx = 0, \quad (3-1)
\]

\[
u(0) = \frac{dx}{dt} \bigg|_{t=0} = I/m, \quad (3-2)
\]

\[
x(0) = 0. \quad (3-3)
\]

The solution is found to be

\[
x = (I/d)(e^{-\lambda_1 t} - e^{-\lambda_2 t})/\sqrt{1 - 4mk/d^2}, \quad (3-4)
\]

where

\[
\lambda_{1,2} = - \frac{d}{2m} (1 \pm \sqrt{1 - 4mk/d^2}). \quad (3-5)
\]

This will be the reference solution used in assessing the approximate solutions that follow.

We shall now obtain an approximate solution valid for small mass \( m \) by use of simple physical reasoning. From the boundary condition (3-2) it follows that the initial velocity will be very high for small \( m \), hence the damping force will be the main decelerating force in the initial stages. The restoring force due to the spring, on the other hand, will be comparatively much smaller because initially \( x \) is small. Therefore, the initial motion of the mass is governed approximately by the following equation:

\[
\frac{du}{dt} = - \frac{(d)}{m} u. \quad (3-6)
\]

Now

\[
x = \int_0^t u \, dt, \quad dt = \frac{du}{\frac{du}{dt}} = \frac{du}{du\,dt},
\]

that is,

\[
x = - \frac{(m)}{d} \int_0^u du = - \frac{(m)}{d} (u - u(0)) = \frac{I}{d} - \frac{(m)}{d} u. \quad (3-7)
\]
The mass will have reached its maximum deviation when \( u(t) = 0 \). From (3-7) we thus obtain, approximately,

\[
x_{\text{max}} = \frac{I}{d}.
\]  

(3-8)

After the mass has reached its maximum deviation, the spring will force it relatively slowly back to its original position. Since the mass is so small, the motion will then be dominated by the spring and the damper. Consequently, the following equation will approximately describe its subsequent motion:

\[
d \frac{dx}{dt} + kx = 0.
\]  

(3-9)

This has the solution

\[
x = A e^{-kt/d}.
\]  

(3-10)

In order to determine the integration constant \( A \) approximately, we notice that the initial phase of the motion as described by (3-6)-(3-8) takes place almost instantaneously for vanishing \( m \). Therefore, it would appear to a slow observer as if at time \( t = 0^+ \) the mass were suddenly displaced to \( x_{\text{max}} \) and then released. Hence, the slow phase of the motion would approximately be described by (3-10) with \( A \) given by (3-8):

\[
x \approx \frac{I}{d} e^{-k(t/d)}.
\]  

(3-11)

We thus have arrived at two different approximate solutions. Integrating (3-6) with (3-2) and (3-3), we obtain

\[
x \approx \frac{I}{d} [1 - e^{-d|m|t}],
\]  

(3-12)

which is valid for small times and which will be called the inner solution and denoted by a superscript \( i \). The approximation (3-11) valid for large times will be called the outer solution and denoted by superscript \( o \). Thus

\[
x^i = \frac{I}{d} [1 - e^{-d|m|t}],
\]  

(3-13)

\[
x^o = \frac{I}{d} e^{-k(t/d)}.
\]  

(3-14)

We shall now see how this basically intuitive method may be systematized to yield additional terms in a power series of an appropriate small dimensionless parameter. First, it is necessary to introduce dimensionless variables. A suitable set is

\[
t^* = \frac{k}{d} t, \quad (3-15)
\]

\[
x^* = \frac{d}{I} x, \quad (3-16)
\]

which transforms the original problem to

\[
\epsilon \frac{d^2 x^*}{dt^2} + \frac{dx^*}{dt} + x^* = 0,
\]  

(3-17)

\[
\left( \frac{dx^*}{dt} \right)_{t=0} = 1,
\]  

(3-18)

\[
x^*(0) = 0,
\]  

(3-19)

where

\[
\epsilon = \frac{m k}{d^2}.
\]  

(3-20)

We will now attempt to derive a series solution of \( x^* \) in the small parameter \( \epsilon \) guided by the physical approach tried above. First, consider an outer expansion of the form

\[
x^* = x^o + \sum x^k \epsilon^k.
\]  

(3-21)

Upon substituting in (3-17) and equating terms of like powers of \( \epsilon \), we obtain

\[
\frac{d^2 x^o}{dt^2} + x^o = 0,
\]  

(3-22)

\[
\frac{d^2 x^k}{dt^2} + x^k = -\frac{d^2 x^{k-1}}{dt^2}, \quad n > 0.
\]  

(3-23)

The solution of (3-22) is

\[
x^o = A_0^* e^{-t^*/\epsilon}.
\]  

(3-24)

Obviously, this corresponds to the solution (3-10) for large times, the outer solution. The determination of the constant \( A_0^* \) must wait for the moment.

The inner solution happens in a very short time. Therefore, in order to be able to study the solution with some resolution, we need to "magnify" the region of interest. This is achieved by stretching the independent variable. A suitable stretching is in the present example obtained by introducing for the inner solution \( x^i = x^i_0 \) as a new independent variable

\[
t = t^*/\epsilon,
\]  

(3-25)

which transforms the differential equation (3-17) and boundary conditions (3-18) and (3-19) into

\[
\frac{d^2 x^i}{dt^2} + \frac{dx^i}{dt} + \epsilon x^i = 0,
\]  

(3-26)

\[
\left( \frac{dx^i}{dt} \right)_{t=0} = 1,
\]  

(3-27)

\[
x^i(0) = 0.
\]  

(3-28)
Expansion in $\varepsilon$, keeping $I$ fixed, now gives the following inner expansion:

$$x^i = \sum_0^n x_n^i(0) \varepsilon^n,$$  

(3-29)

$$\frac{d^2x_n^i}{dt^2} + \frac{dx_n^i}{dt} = 0,$$  

(3-30)

$$\frac{d^2x_n^i}{dt^2} + \frac{dx_n^i}{dt} = -x_{n-1}^i, \quad n > 0.$$  

(3-31)

It is important to apply just the right amount of stretching in order to get a useful inner solution. In the present case we were guided by the physical insight into the problem which tells us that in the lowest-order term there should be a balance between inertia and damping terms, as is retained in (3-30). If one applies too much stretching, for example, by setting instead of (3-25)

$$\tilde{t} = t^*/\varepsilon^2,$$  

(3-32)

the features allowing one to match the inner and outer solutions (see below) would be lost. Thus with (3-32) the equation for the lowest-order term would be

$$\frac{d^2x_1^i}{dt^2} = 0$$

with the solution

$$x^i \sim \varepsilon.$$

In other words, the "magnification ratio" is so large that only the initial linear portion of the solution can be kept in view. This is illustrated in Fig. 3-3. The amount of stretching necessary for each problem is usually evident from the physics of the problem; however, a check on this will always be whether the expansion works.

The solution of (3-30) satisfying the boundary conditions (3-27) and (3-28) is

$$x_0^i = 1 - e^{-t^*},$$  

(3-33)

which is equivalent to (3-12).

To complete the zeroth-order solution it remains to determine the constant $A_0^*$ in (3-24). Let us assume that the validity of the inner and outer solutions overlaps in some region of $t^*$ and that in this region we can find a $t^* = \delta(\varepsilon)$ such that we have

$$\lim_{\varepsilon \to 0} \delta = 0,$$  

(3-34)

and

$$\lim_{\varepsilon \to 0} (\delta/\varepsilon) = \infty.$$  

(3-35)

Such a choice would be, for example, $\delta = \sqrt{\varepsilon}$. Requiring the two expansions to overlap in the limit gives (since the inner solution is expressed as a function of $\tilde{t} = t^*/\varepsilon$)

$$\lim_{\varepsilon \to 0} [z_0^i(\delta/\varepsilon)] = \lim_{\varepsilon \to 0} [z_0^i(\varepsilon)],$$  

(3-36)

or

$$z_0^i(\infty) = z_0^i(0).$$  

(3-37)

This is termed the limit matching principle which in words may be stated as follows:

The outer limit of the inner expansion = the inner limit of the outer expansion.

From (3-33) it follows that

$$z_0^i(\infty) = z_0^i(0) = 1$$

and from (3-24)

$$z_0^i(0) = z_0^i(0) = A_0^*.$$  

(3-38)

Applying the limit matching principle,

$$z_0^i(t^*) = x_0^i,$$  

(3-39)

which leads to an outer solution identical to the previous one obtained through intuitive reasoning.

Notice that the formal approach is nothing but a formalization of the intuitive one. However, the formal approach is capable of being extended to give higher-order terms to any order in $\varepsilon$, which the intuitive one is not. First, we may construct a composite solution that is uniformly valid to order $\varepsilon$ over the whole region by setting

$$x_0^i \sim x_0^i + x_0^i - x_0^i.$$  

(3-40)

It is seen that this solution, in view of the matching, approaches the inner and outer solutions in the inner and outer regions, respectively, and carries over smoothly in between them. In the problem considered, the zeroth-order composite solution becomes

$$x_0^i \sim e^{-t^*} - e^{-t} = e^{-t} - e^{-t^*}.$$  

(3-41)
To proceed to the next higher approximation it follows from (3-23) and (3-24), (3-39) that the next term in the outer expansion is a solution of
\[ \frac{dx^e_i}{dt} + x^t_i = -e^{-t}, \] (3-42)
which has the general solution
\[ x^e_i = -t^e e^{-t} + A^e_i e^{-t}. \] (3-43)
The first-order inner solution must, according to (3-31) and (3-33), satisfy
\[ \frac{d^2x^i_1}{dt^2} + \frac{dx^i_1}{dt} = e^{-t} - 1. \] (3-44)
The general solution of this equation is
\[ x^i_1 = A^i_1 + B^i_1 e^{-t} - t - t e^{-t}. \] (3-45)
The constants \( A^i_1 \) and \( B^i_1 \) are to be determined such that the inner boundary conditions (3-27) and (3-28) are fulfilled. Since the lowest-order term has already taken care of these, \( x^i_1 \) and its first derivative must both be zero. This gives
\[ A^i_1 = -B^i_1 = 2, \] (3-46)
and hence
\[ x^i_1 = 2(1 - e^{-1}) - t(1 + e^{-1}). \] (3-47)
The two-term inner expansion is thus
\[ x^i \sim x^i_0 + e x^i_1 = 1 - e^{-t} + e[2(1 - e^{-1}) - t(1 + e^{-1})]. \] (3-48)

or, expressed in the outer (physical) variable
\[ x^i \sim 1 - t^e - (1 + t^e) e^{-t/e} + 2e(1 - e^{-t/e}). \] (3-49)
The two-term outer solution is obtained from (3-24) and (3-41) to be
\[ x^o \sim x^o_0 + e x^o_1 = e^{-t} - e^e e^{-t} + e A^e_1 e^{-t}. \] (3-50)
The behavior of this near the inner limit may be obtained by series expansion in \( t^e \). The first terms in such an expression are
\[ x^o \sim 1 - t^e - \epsilon (t^e - A^e_1). \] (3-51)
In the inner expansion, on the other hand, the exponential term will be negligible in the outer limit and thus
\[ x^o \sim 1 - t^e + 2e. \] (3-52)

It is evident from comparison of (3-50) and (3-52) that the two expressions match if
\[ A^e_1 = 2. \] (3-53)
The procedure may be formalized as follows: Express the \( n \)-term inner expansion in outer variables and take the \( m \)-term outer expansion of this. In our case take \( n = m = 2 \). Then the two-term outer expansion of the two-term inner expansion as obtained from (3-49) is
\[ x^o \sim 1 - t^e + 2e. \] (3-54)

Next, express the two-term outer expansion in inner variables. This gives
\[ x^o = e^{-t} - e^e e^{-t} + e A^e_1 e^{-t}. \] (3-55)

Take the two-term expansion of this. This yields
\[ x^o \sim 1 - t^e + e A^e_1. \] (3-56)

Reexpress this in outer variables. Hence
\[ x^o \sim 1 - t^e + e A^e_1. \] (3-57)

Equating (3-57) and (3-54) gives \( A^e_1 = 2 \) as before. We have shown an application of the asymptotic matching principle of Kaplan and Lagerstrom (1957) which may be stated as follows (Van Dyke, 1964):

The \( m \)-term outer expansion of (the \( n \)-term inner expansion) = the \( n \)-term inner expansion of (the \( m \)-term outer expansion).

**Fig. 3-4.** Comparisons of various approximations for \( \epsilon = mk/d^2 = 0.1 \).
This principle should hold for any combination of $n$ and $m$, not only when they are equal as in the present case.

In the problems that will be treated in the following, mostly the limit matching principle will be used. We may now construct a composite expansion valid to first order by setting

$$x^* = x^o - x^{io} = \left(1 + 2\epsilon \right) (e^{-r'} - e^{-r'^{io}}) - \left( e^{-r'^{io}} + \epsilon e^{-r'} \right).$$

In Fig. 3-4 are shown the various approximate solutions for $\epsilon = 0.1$ together with the exact solution. As seen, the first-order composite solution gives a rather good approximation to the exact solution everywhere, and the next term will probably account for practically all of the remaining difference.

We summarize now the main elements of the method:

1. Writing the differential equations in a nondimensional form.
2. Straightforward power series expansion of the differential equation and the associated boundary conditions using the physical variables. This gives the outer expansion.
3. Suitable stretching of the independent variable to magnify the inner region sufficiently to be able to discern the details of the inner solution. Power series expansion of the solution in the small parameter keeping the stretched coordinate fixed gives the inner expansion.
4. Matching the inner and outer expansions asymptotically.
5. Constructing the composite expansion.

The method of matched asymptotic expansions has been used successfully in a wide variety of fluid flow problems as well as in the theory of elasticity, and for some problems in rigid-body dynamics.

In the subsequent application of the method we will seldom proceed beyond the lowest-order approximation, in which case the limit matching principle usually suffices. Also composite expansions will only rarely be considered.

### Effects of Viscosity

#### 4-1 Introduction

Viscous flows at high Reynolds numbers constitute the most obvious example of singular perturbation problems. The viscosity multiplies the highest-order derivative terms in the Navier-Stokes equations, and these will therefore be in the limit of zero viscosity degenerate to a lower order. The boundary condition of zero tangential velocity on the body (or of continuous velocity in the stream) is therefore lost. This necessitates the introduction of a thin boundary layer next to the body constituting the inner region where the inviscid equations are not uniformly valid. Unfortunately, only a very restricted class of viscous-flow problems can be analyzed by the direct use of the method of matched asymptotic expansions. First, only for a very limited class of bodies will the boundary layer remain attached to the body surface. When separation occurs, the location of the region where viscosity is important is no longer known a priori. The second difficulty is that for very high Reynolds numbers the flow in the boundary layer becomes unstable and transition to turbulence occurs. As yet, no complete theory for predicting turbulent flow exists.

Before considering some of the model problems that may be analyzed, we will give a short description of the qualitative effects of viscosity.

#### 4-2 Qualitative Effects of Viscosity

It is a common feature of most flows of engineering interest that the viscosity of the fluid is extremely small. The Reynolds number, $Re = U l / v$, which gives an overall measure of the ratio of inertia forces to viscous forces, is in typical aeronautical applications of the order $10^5$ or more. For large ships, Reynolds numbers of the order $10^6$ are common. Viscosity can then only produce significant forces in regions of extremely high shear, i.e., in extremely thin shear layers where there is a substantial variation of velocity across the streamlines. The thickness of the laminar boundary layer on a flat plate of length $l$ is approximately $\approx 5 l / \sqrt{Re}$. For $Re = 10^6$, $\delta / l \approx 0.005$, which is so thin that it cannot even be illustrated in a figure without expanding the scale normal to the plate. A turbulent boundary layer has a considerably greater thickness, reflecting its higher drag and therefore larger momentum loss; an approximate formula given in Schlichting (1960), p. 38, is $\delta / l \approx 0.37 / \sqrt{Re}^{1/3}$. For
Re = 10^6 this gives \( \delta/l = 0.023 \), which is still rather small. Viscosity is only important in a very small portion of the turbulent boundary layer next to the surface, in the "viscous sublayer."

The transition from a laminar to a turbulent boundary layer is a very complicated process that depends on so many factors that precise figures for transition Reynolds numbers cannot be given. For a flat plate in a very quiet free stream (i.e., one having a rms turbulent velocity fluctuation intensity of 0.1% or less) transition occurs at approximately a distance from the leading edge corresponding to Re \( \sim 3 \times 10^6 \). With a turbulent intensity of only 0.3% in the oncoming free stream the transition Reynolds number decreases to about \( 1.5 \times 10^6 \). These distances are far beyond that for which the boundary layer first goes unstable. Stability calculations show that on a flat plate this occurs at Re \( \sim 10^6 \). The complicated series of events between the point where instability first sets in until transition occurs has only recently been clarified (see Klebanoff, Tidstrom, and Sargent, 1962). Transition is strongly influenced by the pressure gradient in the flow; a negative ("favorable") pressure gradient tends to delay it and a positive ("adverse") one tends to make it occur sooner. As a practical rule of thumb one can state that the laminar boundary layer can only be maintained up to the point of minimum pressure on the airfoil. On a so-called laminar-flow airfoil one therefore places this point as far back on the airfoil as possible in order to try to achieve as large a laminar region as possible. Laminar-flow airfoils work successfully for moderately high Reynolds numbers (<10^7) and low lift coefficients but require extremely smooth surfaces in order to avoid premature transition. At very high Reynolds numbers transition starts occurring in the region of favorable pressure gradient.

Both laminar and turbulent boundary layers will separate if they have to go through extensive regions of adverse pressure gradients. Separation will always occur for a subsonic flow at sharp corners, because there the pressure gradient would become infinite in the absence of a boundary layer. Typical examples of unseparated and separated flows are shown in Fig. 4-1. In the separated flow there will always be a turbulent wake behind the body. In principle one could have instead a region of fairly quiescent flow in the wake, separated from the outer flow by a thin laminar shear layer attached to the laminar boundary layer on a body. However, a free shear layer, lacking the restraining effect of a wall, will be highly unstable and will therefore turn turbulent almost immediately. Because of the momentum loss due to the turbulent mixing in the wake the drag of the body will be quite large. On a thin airfoil at a small angle of attack the boundary layer will separate at the sharp trailing edge but there will be a very small wake so that a good model for the flow is the attached flow with the Kutta condition for the inviscid outer flow determining the circulation.

4-3 Boundary Layer on a Flat Plate

We shall consider the viscous laminar high Reynolds number flow over a semi-infinite flat plate at zero angle of attack. This is the simplest case of a boundary layer that may serve as a model for the calculation of boundary layer effects on a thin airfoil. For incompressible flow the Navier-Stokes equations and the equation of continuity read

\[
\frac{DQ}{Dt} = -\frac{\Delta p}{\rho} + \nu \nabla^2 Q
\]

\[
\nabla \cdot Q = 0.
\]

The boundary conditions are that the velocity vanishes on the plate and becomes equal to \( U_\infty \) far away from the plate surface. Thus for two-dimensional flow

\[
Q(x, 0) = 0 \quad \text{for } x > 0, \quad (4-2)
\]

\[
Q = U_\infty \quad \text{for } x \to \infty. \quad (4-3)
\]

We have assumed that the leading edge of the plate is located at the origin (see Fig. 4-2). By assuming that the plate is semi-infinite one avoids the problem of considering upstream effects from the trailing edge. These are actually quite small and do not show up in the boundary layer approximations to be derived.

In the process of introducing non-dimensional coordinates a minor difficulty is encountered because there is no natural length in the problem to which spatial coordinates could be referred. We will circumvent this by selecting an arbitrary reference length and thereby implicitly assume that the behavior of the solution for \( x = 0(l) \) and \( z = 0(l) \) will be studied.
The appropriate nondimensional variables to be used are thus
\[
\begin{align*}
  x^* &= x/l \\
  z^* &= z/l \\
  Q^* &= Q/U_\infty \\
  p^* &= p/p_\infty.
\end{align*}
\] (4-4)

These transform the system (4-1)-(4-3) into
\[
\begin{align*}
  U^* U^*_x + W^* U^*_z &= -p^*_x + Re^{-1} \nu^* U^*, \\
  U^* W^*_x + W^* W^*_z &= -p^*_z + Re^{-1} \nu^* W^*, \\
  U^* + W^*_z &= 0, \\
  U^*(x^*,0) &= W^*(x^*,0) = 0 \text{ for } x^* > 0, \\
  U^* &= 1 \text{ for } z^* \to \infty, \\
  p^* &= p_\infty \text{ for } z^* \to \infty.
\end{align*}
\] (4-5)

The asterisks will be dispensed with from now on. The equation of continuity may be eliminated at the outset by introducing the stream function \( \psi \) so that
\[
\begin{align*}
  U &= \psi_x, \\
  W &= -\psi_z.
\end{align*}
\] (4-11)

Substituting these into the equations above we obtain
\[
\begin{align*}
  \psi_x \psi_{x\tau} - \psi_z \psi_{z\tau} &= -p_x + Re^{-1} \nu^2 \psi_x, \\
  -\psi_x \psi_{x\tau} + \psi_z \psi_{z\tau} &= -p_z - Re^{-1} \nu^2 \psi_z, \\
  \psi_x(x,0) &= \psi_z(x,0) = 0 \text{ for } x > 0, \\
  \psi_x(x,\infty) &= 1, \\
  p(x,\infty) &= p_\infty.
\end{align*}
\] (4-13)

The next task is to identify an appropriate small parameter \( \epsilon \). This we do by considering an inner expansion of the form
\[
\begin{align*}
  \psi'(x, z) &= \epsilon \psi_0' + \epsilon^2 \psi_1' + \cdots, \\
  p'(x, z) &= p_0' + \epsilon \psi_1' + \cdots. \\
\end{align*}
\] (4-18)

In the expansion (4-18) there cannot be any term of zeroth order because otherwise the \( U \)-component
\[
U^1 = (1/\epsilon) \psi_0'.
\] (4-21)
An integral of the inviscid equations for a potential flow is given by Bernoulli's equation

\[ p^i = p_a - \frac{1}{2} \left( \Psi_0^2 + \Psi_2^2 \right), \]  
\[ (4-33) \]
which is given here in its nondimensional form.

To determine the outer solution uniquely we need to specify the normal velocity on the boundary (the plate). However, this is located inside the inner region and thus outside the region of validity of the outer solution. This boundary condition must therefore be obtained by matching the outer and inner solutions for \( W \). We have

\[ W^o = -\Psi_0^s - \varepsilon^2 \Psi_2^s - \cdots \]  
\[ (4-34) \]
and

\[ W^i = -\varepsilon \Psi_1^s - \varepsilon^2 \Psi_2^s - \cdots \]  
\[ (4-35) \]
Using the limit matching principle we then find

\[
\left\{ \begin{array}{l}
\Psi_0^s(x,0) = 0 \\
\Psi_1^s(x,0) = \Psi_1^s(x, \infty)
\end{array} \right. \quad \text{for} \quad x > 0. \]  
\[ (4-36) \]
\[ (4-37) \]
It follows directly from (4-36) that the outer flow must be a parallel undisturbed one:

\[ \Psi_0^s = z, \]  
\[ (4-38) \]
\[ p_0^s = p_a \]  
\[ (4-39) \]
as is of course also evident from the physics of the problem. From (4-24) and matching of the pressures it follows that

\[ p_0^s = p_a \]  
\[ (4-40) \]
and (4-22) thus takes the following form:

\[ \Psi_1^s \Psi_1^s - \Psi_1^s \Psi_1^{sss} = \Psi_1^{iii}. \]  
\[ (4-41) \]
Notice that this equation contains only \( x \)-derivatives of first order. It is a parabolic differential equation, like the equation of heat conduction (with \( x \) replacing time). A characteristic feature of such an equation is that its solutions admit no upstream influence. Thus the assumption of an infinite plate introduces actually no practical restriction on the result, since it will be equally valid for a finite plate.

The inner boundary conditions for \( \Psi^i \) are those given by (4-15),

\[ \Psi_1^i(x,0) = \Psi_1^i(x,0) = 0 \quad \text{for} \quad x > 0. \]  
\[ (4-42) \]
The remaining boundary condition required for the third-order equation (4-41) is lost in the outer region and must be obtained through matching of \( U \). We have

\[ U^i = \Psi_1^i(x, \varepsilon) + \varepsilon \Psi_2^i(x, \varepsilon) + \cdots, \]  
\[ (4-43) \]
\[ U^o = \Psi_0^s(x, \varepsilon) + \varepsilon \Psi_1^s(x, \varepsilon) + \cdots \]  
\[ (4-44) \]
Upon matching by setting \( U^i(x, \varepsilon) = U^o(x, 0) \) and using (4-38), we obtain in the limit as \( \varepsilon \to 0 \)

\[ \Psi_1(x, \infty) = 1. \]  
\[ (4-45) \]
The three boundary conditions (4-42) and (4-45) completely specify the solution of (4-41). It is possible to solve this nonlinear equation in the present case by seeking a self-similar solution of the form (see Schlichting, 1960, p. 143)*

\[ \Psi_1^i = \sqrt{2\pi} f(\eta), \]  
\[ (4-46) \]
where

\[ \eta = \varepsilon^{1/2}. \]  
\[ \text{This transformation gives an ordinary differential equation for } f, \text{ namely:} \]

\[ f'' + f' = 0, \]  
\[ (4-47) \]
\[ f(0) = f'(0) = 0, \]  
\[ (4-48) \]
\[ f'(\infty) = 1. \]  
\[ (4-49) \]
The solution of (4-47) must be obtained numerically. A table of \( f \) may be found, for example, in Schlichting (1960), p. 121. The solution (4-46) is Blasius' solution of Prandtl's boundary layer equations. Having \( \Psi_1^i \) we may easily calculate \( \Psi_1^o \). From the matching condition (4-37) and (4-46) it follows that

\[ \Psi_1^o(x,0) = \frac{1}{\sqrt{2\pi}} \lim_{\varepsilon \to 0} (f - \eta f') = -0.865/\sqrt{\pi}, \]  
\[ (4-50) \]
where the constant has been evaluated from the numerical solution. We need a solution of Laplace's equation satisfying (4-50) on the positive \( x \)-axis and giving vanishing velocities at infinity. The easiest way to find this is to employ complex variables. Let

\[ Y = x + i\zeta. \]  
\[ (4-51) \]
Then a solution of Laplace's equation is given by

\[ \Phi^* + i\Phi^* = F(Y), \]  
\[ (4-52) \]

* The definitions (4-46) and (4-47) differ from those in Schlichting (1960) by the factors of 2 which are introduced in order to make (4-47)-(4-49) free from numerical factors.
where $F$ is any analytic function. The velocity components are given by

$$U_i - i W_i = \frac{d F}{d Y} = \psi_i + i \psi_z.$$  \hfill (4-53)

It is easily verified that the appropriate solution is

$$F(Y) = -1.73 i Y^{1/3}$$  \hfill (4-54)

or

$$\psi_i = -1.73 \text{Re} \{Y^{1/3}\}. \hfill (4-55)$$

From this, the first-order velocity perturbations in the outer flow may be calculated and hence the pressure from the Bernoulli equation, (4-33). An interesting result from (4-55) is that on the plate ($x = 0$) the $U$-perturbation is zero to first order, and the pressure perturbation on the plate is only of (at most) order $\epsilon^2$.

The boundary condition (4-50) for the first-order outer flow may be obtained in a different and physically more instructive way. Consider the integral

$$\delta^* = \int_0^\infty (1 - U/U_\infty) \, dz. \hfill (4-56)$$

This is called the "displacement thickness," because the effect of the slowing down of the fluid in the boundary layer on the flow outside it is equivalent to that of a body of thickness $\delta^*$. To zeroth order, a uniformly valid approximation to $U$ is given in our problem by $\psi_i$, and we thus obtain after changing integration variables to $\eta$

$$\delta^* = \sqrt{\frac{2}{\pi}} \int_0^\infty (1 - f') \, d\eta \approx \sqrt{\frac{2}{\pi}} \lim_{\eta \to 0} (\eta - f) = 1.73 \sqrt{\pi}. \hfill (4-57)$$

The equivalence of the limiting value with that occurring in (4-50) is easily seen since $f'(\infty) = 1$. A flow that is tangent to a thin body of this thickness should to a first approximation have

$$W(x, 0) = U_\infty \frac{d \delta^*}{dx} = 0.895 \sqrt{\pi},$$

which is identical to (4-50).

Since typical values of interest for the small parameter $\epsilon$ are 0.001–0.01, one would expect good agreement between the first-order theory and experiments. As seen from Fig. 4-3 this is indeed the case; the experimental points are almost indistinguishable from the theoretical curve.

The Blasius solution just described was the first successful attempt to solve Prandtl's more general boundary layer equations. These result as the first-order inner term in the present expansion scheme when the zeroth-order outer flow is not restricted to the trivial parallel flow as in the case considered. Assume for simplicity that the plate is still flat and located along the $x$-axis, but that some outside disturbance is causing a pressure distribution different from zero on the plate. Again, the zeroth-order outer flow gives a uniformly valid approximation to the pressure, also in the boundary layer, and the differential equation for the first-order inner solution becomes

$$\psi_{1z} \psi_{1zz} - \psi_{1x} \psi_{1xx} = -p_0(x, 0) + \psi_{1xx}, \hfill (4-58)$$

which is equivalent to Prandtl's boundary layer equations. One can easily see that this will also give a first-order approximation for a curved body, provided $x$ is taken along the surface and $z$ normal to it. The matching condition is

$$U_i(x, \infty) = U_\infty(x, 0), \hfill (4-59)$$

that is,

$$\psi_{1i}(x, \infty) = \psi_{0i}(x, 0) = U_i(x, 0). \hfill (4-60)$$

But now $U_i(x, 0)$ is related through Bernoulli's equation to the pressure distribution

$$U^p = \sqrt{1 - 2(p^p - p_\infty)} \hfill (4-61)$$
and no longer a constant. Only for a very restricted class of pressure distributions is it possible to find self-similar solutions and hence reduce the partial differential equation (4-58) to an ordinary one. When this is not possible one has to resort to some approximate method of solution.

A discussion of some proposed methods may be found in Schlichting (1960).

Having evaluated the first-order inner solution one may proceed to calculate the first-order effect on pressure. As was seen, this could be obtained in an equivalent manner by considering the original body to be thickened by an amount equal to the displacement thickness of the boundary layer. Since the latter is extremely small, the first-order effect on pressure is usually negligible from a practical point of view.

Higher-order solutions may be obtained by continuing the expansion procedure using the asymptotic matching principle. It turns out that the expansion becomes nonunique after two terms, presumably because of a higher-order long-range effect from disturbances at the leading edge. For a thorough discussion of higher-order boundary layer approximations, the reader is referred to Van Dyke (1964).

5 Thin-wing Theory

5-1 Introduction

In this chapter we shall derive the equations of motion governing the sub- or supersonic flow around thin wings. Although this problem may be handled by simpler regular perturbation methods, we shall here instead use the method of matched asymptotic expansions for basically two reasons. First, the present method gives a clearer picture of the usual linearized formulation as that for an outer flow for which the wing in the limit collapses onto a plane (taken to be \( z = 0 \)). Secondly, the similarities and dissimilarities between the airfoil problem and that for a slender body of revolution, which will be treated in the following chapter, will be more readily apparent; in fact, as will later be seen, the slender-body theory formulation can be obtained from the two-dimensional airfoil case by means of a simple modification of the inner solution.

The procedure will be carried out in detail for two-dimensional flow only, but the extension to three dimensions is quite straightforward. The first term in the series expansion leads to the well-known linearized wing theory. In this chapter, the solutions for two-dimensional flow are given as examples. Three-dimensional wings will be considered in later chapters. The case of transonic flow requires special treatment and will be deferred to Chapter 12.

5-2 Expansion Procedure for the Equations of Motion

Anticipating the three-dimensional wing case, for which the standard choice is to orient the wing in the \( x, y \)-plane, we shall this time consider two-dimensional flow in the \( x, z \)-plane around a thin airfoil located mainly along the \( x \)-axis with the free stream of velocity \( U_\infty \) in the direction of the positive \( x \)-axis as before. Thus, referring to Fig. 5-1, we let the location of the upper and lower airfoil surfaces be given by

\[
\begin{align*}
z_u &= \epsilon \eta (x) = \tau \gamma (x) + \delta \kappa (x) + \alpha x \\
z_l &= \epsilon \eta (x) = -\tau \gamma (x) + \delta \kappa (x) - \alpha x,
\end{align*}
\] (5-1)

where \( \epsilon \) is a small dimensionless quantity measuring the maximum crosswise extension of the airfoil, \( \tau \) its thickness ratio, \( \alpha \) the angle of attack, and \( \theta \) is a measure of the amount of camber. The functions \( \gamma (x) \) and \( \kappa (x) \)
define the distribution of thickness and camber, respectively, along the chord. It will be assumed that $T$ and $K$ are both smooth and that $T'$ and $K'$ are of order of unity everywhere along the chord. A blunt leading edge is thus excluded. In the limit of $\varepsilon \to 0$ the airfoil collapses to a segment along the $x$-axis assumed to be located between $x = 0$ and $x = c$. We will seek the leading terms in a series expansion in $\varepsilon$ of $cI>$ to be used as an approximation for thin airfoils with small camber and angle of attack.

For two-dimensional steady flow the differential equation (1-74) for $\Phi$ simplifies to

$$(a^2 - \Phi^2)\Phi_{xx} + (a^2 - \Phi'^2)\Phi_{zz} - 2a\Phi_{x} = 0,$$  \hspace{1cm} (5-2)

where the velocity of sound is given by (1-67), which, for the present case, simplifies to

$$a^2 = a^2 - \frac{\gamma - 1}{2} (\Phi^2 + \Phi'^2 - U^2).$$  \hspace{1cm} (5-3)

From $\Phi$ the pressure can be obtained using (1-64):

$$C_p = \frac{2}{\gamma M^2} \left[1 - \frac{\gamma - 1}{2a^2} (\Phi^2 + \Phi'^2 - U^2) \right]^\frac{\gamma}{\gamma - 1} - 1.$$  \hspace{1cm} (5-4)

The boundary conditions are that the flow is undisturbed at infinity and tangential to the airfoil surface. Hence

$$\frac{\partial \Phi}{\partial z}/\Phi = \frac{a}{a^2} \left. \frac{d\Phi}{dz} \right|_{x = \infty}$$  \hspace{1cm} (5-5)

$$\Phi_x/\Phi = \frac{a}{a^2} \left. \frac{d\Phi}{dx} \right|_{z = \infty}.$$

Additional boundary conditions required to make the solution unique for a subsonic flow are that the pressure is continuous at the trailing edge (Kutta-Joukowsky condition) and also everywhere outside the airfoil. In a supersonic flow, pressure discontinuities must satisfy the Rankine-Hugoniot shock conditions. However, to the approximation considered here, these are always automatically satisfied. Strictly speaking, a supersonic flow with curved shocks is nonisentropic, and hence nonpotential, but the effects of entropy variation will not be felt to within the approximation considered here, provided the Mach number is moderate.

We seek first an outer expansion of the form

$$\Phi = U_{\infty} \Phi_0(x, z) + \varepsilon \Phi_1(x, z) + \cdots.$$  \hspace{1cm} (5-6)

The factor $U_{\infty}$ is included for convenience; in this manner the first partial derivatives of the $\Phi_\varepsilon$-terms will be nondimensional. Since the airfoil in the limit of $\varepsilon \to 0$ collapses to a line parallel to the free stream, the zeroth-order term must represent parallel undisturbed flow. Thus

$$\Phi_0 = x.$$  \hspace{1cm} (5-7)

By introducing the series (5-6) into (5-2) and (5-3), and using (5-7), we obtain after equating terms of order $\varepsilon$

$$(1 - M^2)\Phi_{xx} + \Phi_{zz} = 0.$$  \hspace{1cm} (5-8)

The only boundary condition available for this so far is that flow perturbations must vanish at large distances,

$$\Phi_{xx} = \Phi_{zz} \to 0 \text{ for } \sqrt{x^2 + z^2} \to \infty.$$  \hspace{1cm} (5-9)

The remaining boundary conditions belong to the inner region and are to be obtained by matching. The inner solution is sought in the form

$$\Phi = U_{\infty} \Phi_0(x, \zeta) + \varepsilon \Phi_1(x, \zeta) + \varepsilon^2 \Phi_2(x, \zeta) + \cdots,$$  \hspace{1cm} (5-10)

where

$$\zeta = z/\varepsilon.$$  \hspace{1cm} (5-11)

This stretching enables us to study the flow in the immediate neighborhood of the airfoil in the limit of $\varepsilon \to 0$ since the airflow shape then remains independent of $\varepsilon$ (see Fig. 5-2) and the width of the inner region becomes of order unity. The zeroth-order inner term is that of a parallel flow, that is, $\Phi_0 = x$, because the inner flow as well as the outer flow must be parallel in the limit $\varepsilon \to 0$. (This could of course also be obtained from the matching procedure.) From the expression for the $W$-component,

$$W = \Phi_z = \frac{1}{\varepsilon} \Phi'_z = U_{\infty} \Phi'_1(x, \zeta) + \varepsilon \Phi'_2(x, \zeta) + \cdots,$$  \hspace{1cm} (5-12)
we see directly that $\Phi^i$ must be independent of $\varepsilon$, say $\Phi^i = \Psi_1(z)$ (which in general is different above and below the airfoil), otherwise $W$ would not vanish in the limit of zero $\varepsilon$. Hence (5-10) may directly be simplified to

$$\Phi^i = U_0[z + \varepsilon \Psi_1(z, z) + \cdots].$$

(5-13)

By substituting (5-13) into the differential equation (5-2) and the associated boundary condition (5-5) we find that

$$\Phi^i_{\varepsilon0} = 0,$$

(5-14)

$$\Phi^i_{\varepsilon2} = \frac{d^2 \Phi^i}{dz^2} \text{ for } z = \Psi_1(z),$$

(5-15)

$$\Phi^i_{\varepsilon2a} = \frac{d^2 \Phi^i}{dz^2} \text{ for } z = \tilde{\Psi}_1(z).$$

Thus, the solution must be linear in $\varepsilon$,

$$\Phi^i = \varepsilon \frac{d^2 \Phi^i}{dz^2} + \Psi_{2u}(z),$$

(5-16)

for $z \geq \Psi_1$, with a similar expression for $z \leq \tilde{\Psi}_1$. This result means that to lowest order the streamlines are parallel to the airfoil surface throughout the inner region.

The inner solution cannot, of course, give vanishing disturbances at infinity since this boundary condition belongs to the outer region. We therefore need to match the inner and outer solutions. This can be done in two ways; either one can use the limit matching principle for $W$ or the asymptotic matching principle for $\Phi$. From (5-16) it follows that $W^i$ is independent of $\varepsilon$ to lowest order, hence in the outer limit $z = \infty$

$$W^i = \frac{1}{\varepsilon} \Phi^i(z, \infty) = \varepsilon \frac{d^2 \Phi^i}{dz^2}.$$

(5-17)

Now

$$W^i = \varepsilon \Phi^i_{\varepsilon1}.$$

(5-18)

Equating the inner limit ($z = 0$) to (5-17), we obtain the following boundary condition:

$$\Phi^i_{\varepsilon1}(z, 0+) = \frac{d^2 \Phi^i}{dz^2},$$

(5-19)

and in a similar manner

$$\Phi^i_{\varepsilon1}(z, 0-) = \frac{d^2 \Phi^i}{dz^2}.$$  

(5-20)

By matching the potential itself we find that

$$\Psi_{1u}(z) = \Phi^i_{\varepsilon1}(z, 0+).$$

(5-21)

To determine $\Psi_2$ it is necessary to go to a higher order in the outer solution.

To illustrate the use of the asymptotic matching principle we first express the two-term outer flow in inner variables,

$$\Phi^o = U_0[z + \varepsilon \Phi^i_{\varepsilon1}(z, 0+)],$$

(5-22)

and then take the three-term inner expansion of this, namely

$$\Phi^o = U_0[z + \varepsilon \Phi^i_{\varepsilon1}(z, 0+) + \varepsilon^2 \Phi^i_{\varepsilon2}(z, 0+) + \cdots],$$

(5-23)

which, upon reexpression in outer variables yields

$$\Phi^o = U_0[z + \varepsilon \Phi^i_{\varepsilon1}(z, 0+) + \varepsilon \Phi^i_{\varepsilon2}(z, 0+) + \cdots].$$

(5-24)

The three-term inner expansion, expressed in outer variables, reads

$$\Phi^i = U_0[z + \varepsilon \Psi_{1u}(z) + \varepsilon^2 \frac{d^2 \Phi^i}{dz^2} + \cdots].$$

(5-25)

Thus the equating of the two-term outer expansion of the three-term inner expansion

$$\Phi^i = U_0[z + \varepsilon \Psi_{1u}(z) + \varepsilon^2 \frac{d^2 \Phi^i}{dz^2} + \cdots],$$

(5-26)

with the three-term inner expansion of the two-term outer expansion as given by (5-23) leads to

$$\Psi_{1u} = \Phi^i_{\varepsilon1}(z, 0+)$$

$$\Phi^i_{\varepsilon1}(z, 0+) = \frac{d^2 \Phi^i}{dz^2},$$

as before.

From the velocity components we may calculate the pressure coefficient by use of (5-4). Expanding in $\varepsilon$ and using (5-21) we find that the pressure on the airfoil surface is given by

$$C_p = -2 \varepsilon \phi^i_{\varepsilon1}(z, 0+),$$

(5-27)

where the plus sign is to be used for the upper surface and the minus sign for the lower one.

An examination of the expression (5-25) makes clear that such a simple inner solution cannot hold in regions where the flow changes rapidly in the $x$-direction as near the wing edges, or near discontinuities in airfoil surface slope. For a complete analysis of the entire flow field, these must be considered as separate inner flow regions to be matched locally to the outer flow. The singularities in the outer flow that are usually encountered at, for example, wing leading edges, do not occur in the real flow and should be interpreted rather as showing in what manner the perturbations due to the edge die off at large distances. For a discussion of edge effects on the basis of matched asymptotic expansions, see Van Dyke (1964).
In the following we will use the notation

$$\phi_0 = \varphi,$$

(5-28)

where $\varphi$ is commonly known as the velocity perturbation potential (the factor $U_0$ is sometimes included in the definition). The above procedure is easily extended to three dimensions, and for $\varphi$ we then obtain the following set of linearized equations of motion and boundary conditions:

$$(1 - M^2) \varphi_{xx} + \varphi_{yy} + \varphi_{zz} = 0,$$

(5-29)

$$\varphi_x = \frac{\partial \varphi}{\partial x} \quad \text{on} \quad z = 0^+ \quad \text{for} \quad x, y \quad \text{on} \quad S,$$

(5-30)

$$\varphi_x = \frac{\partial \varphi}{\partial x} \quad \text{on} \quad z = 0^- \quad \text{for} \quad x, y \quad \text{on} \quad S,$$

$$C_p = -2\varphi_n,$$

(5-31)

where $S$ is the part of the $x, y$-plane onto which the wing collapses as $\varepsilon \to 0$.

Since the equations of motion and the boundary conditions are linear, solutions may be superimposed linearly. It is therefore convenient to write the solution as a sum of two terms, one giving the flow due to thickness and the other the flow due to camber and angle of attack (see Fig. 5-3). Thus we set

$$\varphi = \varphi^t + \varphi^l,$$

(5-32)

where

$$\varphi^t(x, y, z, 0^\pm) = \pm \frac{\partial \varphi^t}{\partial x},$$

(5-33)

$$\varphi^l(x, y, z, 0^\pm) = \theta \frac{\partial \varphi^l}{\partial x} - \alpha,$$

(5-34)

on $S$. It follows from (5-33) and (5-34) that $\varphi^t$ is symmetric in $x$ whereas $\varphi^l$ is antisymmetric. As indicated in Fig. 5-3, $\varphi^t$ represents the flow around a symmetric airfoil at zero angle of attack whereas $\varphi^l$ represents that around an inclined surface of zero thickness, a “lifting surface.” It will be apparent from the simple examples to be considered below that the lifting problem is far more difficult to solve than the thickness problem, at least for subsonic flow.

Another consequence of the linearization of the problem is that complicated solutions can be built up by superposition of elementary singular solutions. The ones most useful for constructing solutions to wing problems are those for a source, doublet and elementary horseshoe vortex. For incompressible flow the first two have already been discussed in Chapter 2. The elementary horseshoe vortex consists of two infinitely long vortex filaments of unit strength but opposite signs located infinitesimally close together along the positive $z$-axis and joined together by an infinitesimal piece along the $y$-axis, also of unit strength (see Fig. 5-4).

The solution for this can be obtained by integrating the solution for a doublet in the $z$-direction. Thus

$$\varphi^t = \frac{1}{4\pi} \int_{-\infty}^{\infty} \frac{x \, dz_1}{(x_1^2 + y_1^2 + z_1^2)^{3/2}} = \frac{1}{4\pi} \frac{\varphi}{y^2 + z^2} \left(1 + \frac{x}{\sqrt{y^2 + z^2}} \right).$$

(5-35)

To extend these solutions to compressible flow the simplest procedure is to notice that by introducing the stretched coordinates

$$\bar{y} = \beta y, \quad \bar{z} = \beta z,$$

(5-36)

where $\beta = \sqrt{1 - M^2}$, the differential equation (5-29) transforms to the Laplace equation expressed in the coordinates $x, \bar{y}, \bar{z}$. Hence any solution to the incompressible flow problem will become a solution to the compressible flow if $y$ and $z$ are replaced by $\bar{y}$ and $\bar{z}$. This procedure gives as a solution for the simple source

$$\varphi^s = \frac{1}{4\pi} \frac{1}{\sqrt{\bar{z}^2 + \beta^2 z^2}}.$$

(5-37)

where

$$r^2 = y^2 + z^2.$$

This solution could be analytically continued to supersonic flow ($M > 1$). However, the solution will then be real only within the two Mach cones ($\sqrt{M^2 - 1} \bar{r} < |\bar{z}|$) (see Fig. 5-5), and for physical reasons the solution within the upstream Mach cone must be discarded. Hence, since we must discard half the solution it seems reasonable that the coefficient in front of it should be increased by a factor of two in order for the total volume...
output to be the same. Thus the solution for a supersonic source would read

$$\phi^s = \frac{-1}{2\pi} \frac{1}{\sqrt{x^2 - (M^2 - 1)r^2}}$$

A check on the constant will be provided in Chapter 6.

The use of the elementary solutions to construct more complicated ones is a method that will be frequently employed later in connection with three-dimensional wing theories. This method is particularly useful for developing approximate numerical theories. However, in the two-dimensional cases that will be considered next as illustrations of the linearized wing theory a more direct analytical method is utilized.

5-3 Thin Airfoils in Incompressible Flow

Considering first the symmetric problem for an airfoil at $M = 0$ of chord $c$ we seek a solution of

$$\varphi_{xx} + \varphi_{xz} = 0,$$

subject to the boundary conditions that

$$\varphi^x(x, 0\pm) = \pm \pi \frac{d\varphi}{dx} \text{ for } 0 < x < c$$

and that the disturbance velocities are continuous outside the airfoil and vanish for $\sqrt{x^2 + z^2} \to \infty$. Since we are dealing with the Laplace equation in two dimensions, the most efficient approach is to employ complex variables. Let

$$Y = x + iz$$

$$\psi(Y) = \varphi(x, z) + i\psi(x, z)$$

$$q = \frac{d\psi}{dY} = u(x, z) - iw(x, z),$$

where $q$ is the complex perturbation velocity vector made dimensionless through division by $U_\infty$. In this way we assure that, provided $\varphi$ is analytic in $Y$, $\varphi$ and $\psi$, as well as $q$, are solutions of the Laplace equation. Thus we may concentrate on finding a $q(Y)$ that satisfies the proper boundary conditions. In the nonlifting case we seek a $q(Y)$ that vanishes for $|Y| \to \infty$ and takes the value

$$q(x, 0\pm) = u(x, 0\pm) - iw(x, 0\pm)$$

$$= u_0(x) \mp iw_0(x), \text{ say, for } 0 \leq x \leq c,$$

where

$$w_0(x) = \pi \frac{d\varphi}{dx}$$

The imaginary part of $q(Y)$ is thus discontinuous along the strip $z = 0$, $0 \leq x \leq c$, with the jump given by the tangency condition (5-40). In order to find the pressure on the airfoil we need to know $u_0$, because from (5-31)

$$C_p(x, 0) = -2\varphi_x(x, 0) = -2u_0.$$}

To this purpose we make use of Cauchy's integral formula which states that given an analytic function $f(Y_1)$ in the complex plane $Y_1 = x_1 + iz_1$, its value in the point $Y_1 = Y$ is given by the integral

$$f(Y) = \frac{1}{2\pi i} \oint_C f(Y_1) \frac{dY_1}{Y_1 - Y},$$

where $C$ is any closed curve enclosing the point $Y_1 = Y$, provided $f(Y_1)$ is analytic everywhere inside $C$. We shall apply (5-45) with $f = q$ and an integration path $C$ selected as shown in Fig. 5-6.

---

**FIG. 5-6.** Integration path in the complex plane.
The path was chosen so as not to enclose completely the slit along the real axis representing the airfoil because \( q \) is discontinuous, and hence nonanalytic, across the slit. Thus

\[
q(Y) = \frac{1}{2\pi i} \oint_{C_{1}+C_{2}+C_{3}} \frac{g(Y)}{Y - Y'} dY',
\]

(5-46)

In the limit of \( R_{1} \to \infty \) the integral over \( C_{1} \) must vanish, since from the boundary conditions \( q(Y_{1}) \to 0 \) for \( Y_{1} \to \infty \). The integrals over the two paths \( C_{2} \) cancel; hence

\[
q(Y) = \frac{1}{2\pi} \int_{C_{2}} \frac{g(Y)}{Y_{1} - Y'} dY',
\]

(5-47)

where \( \Delta q \) is the difference in the value of \( q \) between the upper and lower sides of the slit. From (5-42) it follows that

\[
\Delta q(x_{1}) = q(x_{1}, 0+) - q(x_{1}, 0-) = -2i\omega_{0}(x_{1}).
\]

(5-48)

Hence, upon inserting this into (5-47), we find that

\[
q(Y) = \frac{1}{2\pi} \int_{0}^{\infty} \frac{u_{0}(x_{1})}{x_{1} - Y'} dx_{1},
\]

(5-49)

which, together with (5-43), gives the desired solution in terms of the airfoil geometry. Separation of real and imaginary parts gives

\[
u(x, z) = \frac{1}{\pi} \int_{0}^{\infty} \frac{u_{0}(x_{1})}{(x - x_{1})^{2} + z^{2}} dx_{1},
\]

(5-50)  

\[
w(x, z) = \frac{1}{\pi} \int_{0}^{\infty} \frac{\omega_{0}(x_{1})}{(x - x_{1})^{2} + z^{2}} dx_{1},
\]

(5-51)

In the limit of \( z \to 0+ \) the second integral will receive contributions only from the region around \( x_{1} = x \) and is easily shown to yield \( u_{0} \) as it should. To obtain a meaningful limit for the first integral, we divide the region of integration into three parts as follows:

\[
u(x, z) = \frac{1}{\pi} \int_{0}^{z} \frac{(x - x_{1})u_{0}(x_{1})}{(x - x_{1})^{2} + z^{2}} dx_{1} + \frac{1}{\pi} \int_{z}^{\infty} \frac{(x - x_{1})u_{0}(x_{1})}{(x - x_{1})^{2} + z^{2}} dx_{1}
\]

\[+ \frac{1}{\pi} \int_{z}^{\infty} \frac{(x - x_{1})u_{0}(x_{1})}{(x - x_{1})^{2} + z^{2}} dx_{1} \]

(5-52)

where \( \delta \) is a small quantity but is assumed to be much greater than \( z \). We may, therefore, directly set \( z = 0 \) in the first and third integrals. In the second one, we may, for small \( \delta \), replace \( u_{0}(x_{1}) \) by \( u_{0}(x) \) as a first approximation, whereupon the integrand becomes antisymmetric in \( x - x_{1} \) and the integral hence vanishes. The integral (5-50) is therefore in the limit of \( z = 0 \) to be interpreted as a Cauchy principal value integral (as indicated by the symbol \( C \)):

\[
u_{0}(x) = \frac{1}{\pi} \oint_{0}^{\infty} \frac{u_{0}(x_{1})}{x - x_{1}} dx_{1},
\]

(5-53)

which is therefore defined as

\[
\oint_{0}^{\infty} \sim dx_{1} = \lim_{\epsilon \to 0} \left[ \int_{0}^{\epsilon} \sim dx_{1} + \int_{\epsilon}^{\infty} \sim dx_{1} \right].
\]

(5-54)

Turning now to the lifting case, we recall that \( u \) is antisymmetric in \( z \), and \( w \) symmetric. Consequently, on the airfoil, \( w(x, 0) = w_{0}(x) = \theta \frac{dh}{dx} - \alpha \)

(5-55)

is the same top and bottom, and in (5-45) then

\[
\Delta q = u(x, 0+) - u(x, 0-) = 2\omega_{0}(x) = \gamma(x),
\]

(5-56)

where \( \gamma(x) \) is the nondimensional local strength of the vortices distributed along the chord. Hence, (5-47) will yield the following integral formula

\[
q(Y) = -\frac{1}{2\pi} \int_{0}^{\infty} \frac{\gamma(x)}{Y - x_{1}} dx_{1},
\]

(5-57)

whose imaginary part gives, in the limit of \( z = 0 \),

\[
w_{0}(x) = -\frac{1}{2\pi} \oint_{0}^{\infty} \frac{\gamma(x)}{x - x_{1}} dx_{1}.
\]

(5-58)

This is the integral equation of thin airfoil theory first considered by Glaucert (1924). Instead of attacking (5-58) we will use analytical techniques similar to those used above to obtain directly a solution of the complex velocity \( q(Y) \). This solution will then, of course, also provide a solution of the singular integral equation (5-38). For a more general treatment of this kind we refer to the book by Muskhelishvili (1953).

Again, we shall start from Cauchy’s integral formula (5-45) but this time we instead choose

\[
f(Y) = q(Y)h(Y),
\]

(5-59)

where \( h(Y) \) is an analytic function assumed regular outside the slit and sufficiently well behaved at infinity so that \( f(Y) \to 0 \) for \( |Y| \to \infty \).
Substitution of (5-59) into (5-45) and selection of the path $C$ in the same way as before gives

$$q(Y) = \frac{1}{2h(Y) \pi i} \int_0^c \frac{\Delta f(x_1)}{x_1 - Y} \, dx_1,$$  
(5-60)

where $\Delta f(x)$ is the jump in the function $f = q(Y)h(Y)$ between the upper and lower sides of the slit. In order to obtain a solution expressed as an integral over the known quantity $w_0$ rather than the unknown $u_0$, we need a function $h$ with a jump across the slit canceling the jump in $u_0$. Thus we require that

$$h(x, 0-) = -h(x, 0+) \quad \text{for} \quad 0 \leq x \leq c,$$  
(5-61)

which upon insertion into (5-60) gives

$$q(Y) = -\frac{1}{\pi h(Y)} \int_0^c \frac{w_0(x_1)h(x_1, 0+)}{x_1 - Y} \, dx_1.$$  
(5-62)

It remains to find an appropriate function $h(Y)$. A little speculation will convince us that a function possessing the property (5-61) must have branch points at $Y = 0$ and $Y = c$ and be of the general form

$$h(Y) = Y^{m+1/2}(c - Y)^{n+1/2},$$  
(5-63)

where $m$ and $n$ are integers. That (5-63) satisfies (5-61) can be seen by setting $Y = |Y|e^{i\theta}$ and $c - Y = |c - Y|e^{i\phi}$. At the upper side of the slit $\theta_1 = \theta_2 = 0$, and hence

$$h(x, 0+) = x^{m+1/2}(c - x)^{n+1/2}.$$  
(5-64)

In going to the lower side we must not cross the slit. At the passage around the branch point at $Y = 0$, $\theta_1$ increases by $2\pi$ but $\theta_2$ remains zero. Thus

$$h(x, 0-) = e^{2\pi i (m+1/2)}x^{m+1/2}(c - x)^{n+1/2} = -x^{m+1/2}(c - x)^{n+1/2}. $$  
(5-65)

Introduction of (5-63) into (5-62) yields

$$q(Y) = \frac{1}{\pi Y^{m+1/2}(c - Y)^{n+1/2}} \int_0^c \frac{w_0(x_1)x_1^{m+1/2}(c - x_1)^{n+1/2/}}{Y - x_1} \, dx_1.$$  
(5-66)

For the integral to converge, $m$ and $n$ cannot be smaller than $-1$. Furthermore, since the integral for large $|Y|$ vanishes like $Y^{-1}$ we must choose

$$m + n \geq -1.$$  
(5-67)

in order for $q$ to vanish at infinity. It follows from (5-66) that in the neighborhood of the leading edge

$$q \sim Y^{-m-1/2},$$  
(5-68)

whereas near the trailing edge

$$q \sim (c - Y)^{-n-1/2}.$$  
(5-69)

From the latter it follows that the Kutta-Joukowsky condition of finite velocity at the trailing edge is fulfilled only if $n \leq -1$. Hence from what was said earlier the only possible choice is

$$n = -1.$$  
(5-70)

From $m$ we then find from (5-67) that it cannot be less than zero. It seems reasonable from a physical point of view that the lowest possible order of singularity of the leading edge should be chosen, namely

$$m = 0.$$  
(5-71)

However, from a strictly mathematical point of view there is nothing in the present formulation that requires this choice; thus any order singularity could be admissible. In settling this point the method of matched asymptotic expansions again comes to the rescue. The present formulation holds strictly for the outer flow only, which was matched to the inner flow near the airfoil. However, as was pointed out in Section 5-2, the simple inner solution (5-25) obviously cannot hold near the leading edge since there the $x$-derivatives in the equation of motion will become of the same order as $z$-derivatives. To obtain the complete solution we therefore need to consider an additional inner region around the leading edge which is magnified in such a manner as to keep the leading edge radius finite in the limit of vanishing thickness. Such a procedure shows (Van Dyke, 1964) that the velocity perturbations due to the lifting flow vanish as $Y^{-1/2}$ far away from the leading edge. Hence (5-71) is verified and consequently

$$q(Y) = \frac{1}{\pi} \left(\frac{c - Y}{Y}\right)^{1/2} \int_0^c \frac{w_0(x_1)}{Y - x_1} \sqrt{c - x_1} \, dx_1.$$  
(5-72)

The real part of this gives for $z = 0+$

$$u(x, 0+) = \frac{1}{\pi} \left(\frac{c - x}{x}\right)^{1/2} \int_0^c \frac{w_0(x_1)}{x - x_1} \sqrt{c - x_1} \, dx_1,$$  
(5-73)

which is a solution of the integral equation (5-58).
As a simple illustration of the theory the case of an uncambered airfoil will be considered. Then for the lifting flow

\[ w_0 = -\alpha \quad (5-74) \]

and for (5-73) we therefore need to evaluate the integral

\[ I = \frac{1}{\pi} \int_0^\infty \frac{dx_1}{x - x_1} \sqrt{\frac{x_1}{c - x_1}}. \quad (5-75) \]

This rather complicated integral may be handled most conveniently by use of the analytical techniques employed above. Using analytical continuation, (5-75) is first generalized by considering instead the complex integral

\[ s = \frac{1}{\pi} \int_0^\infty \frac{dx_1}{x - x_1} \sqrt{\frac{x_1}{c - x_1}}, \quad (5-76) \]

whose real part reduces to (5-75) for \( z = 0^+ \). Now we employ Cauchy's integral formula (5-45) with

\[ f(Y) = \left( \frac{Y}{c - Y} \right)^{1/2} \quad (5-77) \]

and the same path of integration as considered previously (see Fig. 5-6). Thus

\[ \left( \frac{Y}{c - Y} \right)^{1/2} = \frac{1}{2\pi i} \oint_{c_1+c_2+c_3} \frac{dY_1}{Y_1 - Y} \left( \frac{Y_1}{c - Y_1} \right)^{1/2}. \quad (5-78) \]

Along the large circle \( C_1 \) we find by expanding the integrand in \( Y \)

\[ \frac{1}{2\pi i} \int_{C_1} \frac{dY_1}{Y_1 - Y} \left( \frac{Y_1}{c - Y_1} \right)^{1/2} = \frac{1}{2\pi i} \int_{C_1} \frac{dY_1}{Y_1} \left[ i + O(Y_1^{-1}) \right] = i. \]

The path of integration around the airfoil is arbitrary. Taking it to be a large circle approaching infinity we find that

\[ \Gamma = \frac{\pi}{\alpha} \int_Y dY \left[ -i + O(Y^{-2}) \right] \int_0^\infty \frac{w_0(x_1)}{\sqrt{\frac{x_1}{c - x_1}}} \frac{dx_1}{Y - x_1}, \quad (5-84) \]

For the flat plate this leads to the well-known result

\[ C_L = 2\pi\alpha. \quad (5-85) \]

Taking the real part of this for \( z = 0^+ \) we obtain

\[ I = -1 \quad (5-81) \]

and, consequently, by introducing (5-74) into (5-73),

\[ u(x, 0^+) = \alpha \sqrt{\frac{c - x}{x}} = w_0(x). \quad (5-82) \]

Hence the lifting pressure distribution

\[ \Delta C_p = C_p(x, 0^-) - C_p(x, 0^+) = 4w_0(x) = 4\alpha \sqrt{\frac{c - x}{x}} \quad (5-83) \]

has a square-root singularity at the leading edge and goes to zero at the trailing edge as the square root of the distance to the edge. The same behavior near the edges may be expected also for three-dimensional wings.

The total lift is easily obtained by integrating the lifting pressure over the chord. An alternative procedure is to use Kutta's formula

\[ L = \rho Uw_0. \quad (2-157) \]

The total circulation \( \Gamma \) around the airfoil can be obtained by use of (5-72). Thus

\[ \Gamma = -U \int dY \left[ -i + O(Y^{-2}) \right] \int_0^\infty \frac{w_0(x_1)}{\sqrt{\frac{x_1}{c - x_1}}} \frac{dx_1}{Y - x_1}, \]

For the flat plate this leads to the well-known result

\[ C_L = 2\pi\alpha. \quad (5-85) \]

In view of the linearity of camber and angle-of-attack effects, the lift-curve slope should be equal to \( 2\pi \) for any thin profile. Most experiments show a somewhat smaller value (by up to about 10%). This discrepancy is usually attributed to the effect of finite boundary layer thickness near the trailing edge, which causes the rear stagnation point to move a small distance upstream on the upper airfoil surface from the trailing edge with an accompanying loss of circulation and lift. This effect is very sensitive to trailing-edge angle. For airfoils with a cusped trailing edge (= zero...
trailing-edge angle), carefully controlled experiments give very nearly the full theoretical value of lift-curve slope.

According to thin-airfoil theory, the lifting pressure distribution is given by (5-83) for all uncambered airfoils. Figure 5-7 shows a comparison between this theoretical result and experiments for an NACA 0015 airfoil performed by Graham, Nitzberg, and Olson (1945). The lowest Mach number considered by them was \( M = 0.3 \), and the results have therefore been corrected to \( M = 0 \) using the Prandtl-Glauert rule (see Chapter 7). The agreement is good considering the fairly large thickness (15%), except near the trailing edge. The discrepancy there is mainly due to viscosity as discussed above. It is interesting to note that the theory is accurate very close to the leading edge despite its singular behavior at \( x = 0 \) discussed earlier. In reality, \( \Delta C_p \) must, of course, be zero right at the leading edge.

With the aid of the Prandtl-Glauert rule the theory is easily extended to the whole subsonic region (see Section 7-1). The first-order theory has been extended by Van Dyke (1956) to second order. He found that it is then necessary to handle the edge singularities appearing in the first-order solution carefully, using separate inner solutions around the edges; otherwise an incorrect second-order solution would be obtained in the whole flow field.

### 5-4 Thin Airfoils in Supersonic Flow

For \( M > 1 \) the differential equation governing \( \varphi \) may be written

\[
-B^2 \varphi_{xx} + \varphi_{xx} = 0,
\]

where \( B = \sqrt{M^2 - 1} \). This equation is hyperbolic, which greatly simplifies the problem. A completely general solution of (5-86) is easily shown to be

\[
\varphi = F(x - Bz) + G(x + Bz).
\]

Notice the great similarity of (5-87) to the complex representation (5-41) of \( \varphi \) in the incompressible case; in fact (5-87) may be obtained in a formal way from (5-41) simply by replacing \( z \) by \( \pm iBz \). The lines

\[
x - Bz = \text{const}
\]

\[
x + Bz = \text{const}
\]

are the characteristics of the equation, in the present context known as Mach lines. Disturbances in the flow propagate along the Mach lines. (This can actually be seen in schlieren pictures of supersonic flow.) In the first-order solution the actual Mach lines are approximated by those of the undisturbed stream.

Since the disturbances must originate at the airfoil, it is evident that in the solution \( (5-87) \) \( G \) must be zero for \( z > 0 \), whereas \( F \) is zero for \( z < 0 \). The solution satisfying \( (5-30) \) is thus

\[
\varphi = -\frac{1}{B} z_0(x - Bz) \quad \text{for} \quad z > 0
\]

\[
\varphi = \frac{1}{B} z_0(x + Bz) \quad \text{for} \quad z < 0.
\]

From \( (5-31) \) it therefore follows that

\[
C_p = \frac{2}{B} \frac{\partial z_0}{\partial x}
\]

This formula was first given by Ackeret (1925). Comparisons of this simple result with experiments are shown in Fig. 5-8. It is seen that the first-order theory tends to underestimate the pressure and in general is
6

Slender-Body Theory

6-1 Introduction

We shall now study the flow around configurations that are “slender” in the sense that all their crosswise dimensions like span and thickness are small compared to the length. Such a configuration could, for example, be a body of revolution, a low-aspect ratio wing, or a low-aspect ratio wing-body combination. The formal derivation of the theory may be thought of as a generalization to three dimensions of the thin airfoil theory; however, the change in the structure of the inner solution associated with the additional dimension introduces certain new features into the problem with important consequences for the physical picture.

The simplest case of a nonlifting body of revolution will be considered first in Sections 6-2 through 6-4 and bodies of general shape in Sections 6-5 through 6-7.

6-2 Expansion Procedure for Axisymmetric Flow

We shall consider the flow around a slender nonlifting body of revolution defined by

\[ r = R(x) = \epsilon \bar{R}(x) \]  

(6-1)

for small values of the thickness ratio \( \epsilon \). For steady axisymmetric flow the differential equation (1-74) for \( \Phi \) reads

\[ (a^2 - \phi_x^2)\phi_{xx} + (a^2 - \phi_r^2)\phi_{rr} + a^2 \phi_r - 2\phi_x\phi_r\phi_{xx} = 0, \]  

(6-2)

where

\[ a^2 = a_o^2 - \frac{\gamma - 1}{2} (\phi_x^2 + \phi_r^2 - U_r^2). \]  

(6-3)

The requirement that the flow be tangent to the body surface gives the following boundary condition:

\[ \text{contact} \]  

\[ \frac{\phi_r}{\phi_x} = \epsilon \frac{d\bar{R}}{dx} \quad \text{at} \quad r = \epsilon \bar{R}. \]  

(6-4)

We shall consider an outer expansion of the form

\[ \Phi = U_o[x + \epsilon \Phi_1(x, r) + \epsilon^2 \Phi_2(x, r) + \cdots] \]  

(6-5)
and an inner expansion

$$\Phi^i = U_a[x + \epsilon \Phi_1^i(x, r) + \epsilon^2 \Phi_2^i(x, r) + \cdots],$$

(6-6)

where

$$r = r/e.$$  

(6-7)

As in the thin airfoil case, $\Phi_1^i$ must be a function of $x$, only, because otherwise the radial velocity component

$$U_r = \Phi_1^i = U_a[\Phi_{1r} + \epsilon \Phi_{2r} + \cdots]$$

(6-8)

will not vanish in the limiting case of zero body thickness. Substituting (6-6) into (6-2) and (6-3) and retaining only terms of order $\epsilon^0$, we obtain

$$\Phi_{2rr}^i + \frac{1}{r} \Phi_{2r}^i = 0.$$  

(6-9)

From (6-4) we find the following boundary condition:

$$\Phi_{2r}^i(x, R) = \frac{dR}{dx} = R'(x).$$

(6-10)

The solution of (6-9) satisfying (6-10) is easily shown to be

$$\Phi_2^i = R' \ln r + g_2(x),$$

(6-11)

in which the function $g_2$ must be found by matching to the outer flow. From (6-11) it follows that the radial velocity component is

$$\frac{U_r}{U_a} = \frac{\epsilon R' \ln r}{r} + \cdots = \frac{\epsilon^2 R' \ln r}{r} + \cdots$$

(6-12)

Matching this to the velocity component from the outer flow

$$\frac{U_r}{U_a} = \epsilon \Phi_{1r} + \epsilon^2 \Phi_{2r} + \cdots,$$

(6-13)

we find that $\Phi_1^i$ must be zero as $r \to 0$. The only solution for $\Phi_1^i$ that will, in addition, satisfy the condition of vanishing perturbations at infinity, is a constant which is taken to be zero. The perturbation velocities in the outer flow are thus of order $\epsilon^0$ as compared to $\epsilon$ in both the two-dimensional and finite-wing cases. That the flow perturbations are an order of magnitude smaller for a body of revolution is reasonable from a physical point of view since the flow has one more dimension in which to get around the body.

Since $\Phi_1^i = 0$ it follows by matching that also $\Phi_4^i = 0$. This will have the consequence that all higher-order terms of odd powers in $\epsilon$ will be zero, and the series expansion thus proceeds in powers of $\epsilon^2$. With $\Phi_1^i = 0$, substitution of the series for the outer flow into (6-2) and (6-3) gives

$$1 - M^2 \Phi_{2rr}^a + \frac{1}{r} \Phi_{2r}^a + \Phi_{2r}^a = 0.$$  

(6-14)

The matching of the radial velocity component requires according to (6-12) that in the limit of $r \to 0$

$$U_r = \Phi_r = \frac{\epsilon^2 U_a R' \ln r}{r} + O(\epsilon^3).$$  

(6-15)

Hence

$$\Phi_{2r}^a = \frac{R' \ln r}{r}$$ as $r \to 0$
or

$$\lim_{r \to 0} (r \Phi_{2r}^a) = R' \ln r.$$  

(6-16)

The boundary condition at infinity is that $\Phi_3^a$ and $\Phi_4^a$ vanish there. Matching of $\Phi_2^a$ itself with $\Phi_2^i$ as given by (6-11) yields

$$g_2(x) = \lim_{r \to 0} [\Phi_2^a - R' \ln r] + R' \ln e.$$  

(6-17)

The last term comes from the replacement of $\Phi$ by $r/e$ in (6-11). It follows that the inner solution is actually of order $\epsilon^2 \ln r$ rather than $\epsilon^2$ as was assumed in the derivation. However, from a practical point of view, we may regard $\epsilon^2$ as being of order unity since $\ln r$ is less singular in the limit of $r \to 0$ than any negative fractional power of $\epsilon$, however small.

In calculating the pressure in the inner flow it is necessary to retain some terms beyond those required in the thin-airfoil case. By expanding (1-64) for small flow disturbances we find that

$$C_p = -\frac{\Phi_{2r}^a + \Phi_{3r}^a - U_a^2}{U_a^2} + \frac{M^2}{4} \left( \frac{\Phi_{2r}^a + \Phi_{3r}^a - U_a^2}{U_a^2} \right)^2 + \cdots,$$

(6-18)

which, upon introduction of the inner expansion, gives

$$C_p = -\epsilon^2 [2 \Phi_{2r}^a + (\Phi_{3r}^a)^2] + \cdots$$

(6-19)

The terms neglected in (6-19) are of order $\epsilon^4 \ln r$, or higher.

As was done in the case of a thin wing, we introduce a perturbation velocity potential $\varphi$, in the present case defined as

$$\varphi = \epsilon^2 \Phi_{2r}^a.$$  

(6-20)

The equations derived above then become for the outer flow

$$(1 - M^2) \varphi_{2rr} + \frac{1}{r} \varphi_r + \varphi_{rr} = 0,$$

(6-21)

$$\lim_{r \to 0} (2 \pi r \varphi_r) = S'(x),$$

(6-22)
where \( S(x) = \pi R^2(x) \) is the cross-sectional area of the body. The pressure near the body surface is given by
\[
C_p = -(2\varphi + \psi^2)
\]  
(6-23)
to be evaluated at the actual position \( r \) (for \( r = 0 \) it becomes singular). From the result of the inner expansion it follows that in the region close to the body
\[
\varphi \approx \frac{1}{2\pi} S'(x) \ln r + g(x),
\]  
(6-24)
where \( g(x) \) is related to \( S_2(x) \) in an obvious manner.

In (6-24), the first term represents the effect of local flow divergence in the crossflow plane due to the rate of change of body cross-sectional area. According to the slender-body theory this effect is thus seen to be approximately that of a source in a two-dimensional constant-density flow in the \( y-z \)-plane. Hence, the total radial mass outflow in the inner region is independent of the radius \( r \), as is indeed implied in the boundary condition (6-22). The second term, \( g(x) \), contains the Mach number dependence and accounts for the cumulative effects of distant sources in a manner that will be further discussed in the next section.

6-3 Solutions for Subsonic and Supersonic Flows

The outer flow is easily built up from a continuous distribution of sources along the \( x \)-axis. The solution for a source in a subsonic flow is given by (5-37). Thus, for a distribution of strength \( f(x) \) per unit axial distance,
\[
\varphi = -\frac{1}{4\pi} \int_{-\infty}^{\infty} \frac{f(x_1) dx_1}{\sqrt{(x-x_1)^2 + \beta^2 r^2}}.
\]  
(6-25)
The source strength must be determined such that the boundary condition (6-22) is satisfied. It follows directly from (6-22) that the volumetric outflow per unit length should be equal to the streamwise rate of change of cross-sectional area (multiplied by \( U_a \)). Hence we have
\[
f = S'(x).
\]  
(6-26)
The result thus becomes
\[
\varphi = -\frac{1}{4\pi} \int_{0}^{l} \frac{S'(x_1) dx_1}{\sqrt{(x-x_1)^2 + \beta^2 r^2}}.
\]  
(6-27)
We need to expand the solution for small \( r \) in order to determine an inner solution of the form (6-24). This can be done in a number of ways, for example by Fourier transform techniques (Adams and Sears, 1953) or integration by parts. Here we shall select a method used by Oswatitsch and Keune (1955) for its physical perspicuity. It is seen that the kernel in the integral (6-27) for small \( r \) is approximately
\[
\frac{1}{\sqrt{(x-x_1)^2 + \beta^2 r^2}} \approx \frac{1}{|x-x_1|}
\]  
(6-28)
extcept for \( |x-x_1| = 0(r) \). Therefore, we recast (6-27) as follows:
\[
\varphi = -\frac{1}{4\pi} \int_{0}^{l} \frac{S'(x) dx_1}{\sqrt{(x-x_1)^2 + \beta^2 r^2}} - \frac{1}{4\pi} \int_{0}^{l} \frac{S'(x) - S'(x_1)}{|x-x_1|} dx_1.
\]  
(6-29)
In the first term \( S'(x) \) may be taken outside the integral, which may then be evaluated:
\[
\int_{0}^{l} \frac{dx_1}{\sqrt{(x-x_1)^2 + \beta^2 r^2}} = -\ln [x - l + \sqrt{(x-l)^2 + \beta^2 r^2}] + \ln [x + \sqrt{x^2 + \beta^2 r^2}] 
\]  
(6-30)
Now, for small \( r \), and \( x - l < 0 \),
\[
x - l + \sqrt{(x-l)^2 + \beta^2 r^2} 
\]  
\[\approx -l(x) + (l-x) \left[ 1 + \frac{\beta^2 r^2}{2(l-x)^2} + \cdots \right]
\]  
\[= \frac{\beta^2 r^2}{2(l-x)} + O(r^4).
\]
Also, for \( x > 0 \),
\[
x + \sqrt{x^2 + \beta^2 r^2} \approx x + \left[ 1 + \frac{\beta^2 r^2}{2x^2} + \cdots \right] = 2x + O(r^2).
\]
Thus
\[
\int_{0}^{l} \frac{dx_1}{\sqrt{(x-x_1)^2 + \beta^2 r^2}} = -\ln \frac{\beta^2 r^2}{2(l-x)} + \ln 2x + O(r^2). 
\]  
(6-31)
In the second term of (6-29) we may use the approximation (6-28) because the numerator tends to zero for \( x_1 \to x \) (the error actually turns out to be of order \( r^3 \ln r \)). Thus, collecting all the terms in (6-29), we find that for small \( r \)
\[
\varphi \approx \frac{S'(x)}{2\pi} \ln r + \frac{S'(x)}{4\pi} \ln \frac{\beta^2}{4\pi(l-x)} - \frac{1}{4\pi} \int_{0}^{l} \frac{S'(x_1) - S'(x)}{|x-x_1|} dx_1,
\]  
(6-32)
which is equivalent to (6-24) with
\[
g(x) = \frac{S'(x)}{4\pi} \ln \frac{\beta^2}{4\pi(l-x)} - \frac{1}{4\pi} \int_{0}^{l} \frac{S'(x_1) - S'(x)}{|x-x_1|} dx_1. 
\]  
(6-33)
The last term gives the effect due to variation of source strength at body stations fairly far away from station $x$. This form of the integral is particularly convenient when the cross-sectional area distribution is given as a polynomial, since then the integrand will become a polynomial in $x_t$. We may obtain an alternate form by performing an integration by parts in (6-33). This gives

$$g(x) = \frac{S'(x)}{2\pi} \ln \frac{\beta}{2} - \frac{1}{4\pi} \int_0^\infty S''(x_1) \ln (x - x_1) \, dx_1$$

$$+ \frac{1}{4\pi} \int_x^{\infty} S''(x_1) \ln (x_1 - x) \, dx_1,$$

where we have assumed that $S'(0) = S'(l) = 0$, that is, the body has a pointed nose and ends in a point or in a cylindrical portion.

The solution for supersonic flow can be found in the same manner. Using (5-38) we obtain

$$g(x) = \frac{S''(x)}{2\pi} \ln \frac{\beta}{2} - \frac{1}{2\pi} \int_0^\infty S'(x_1) \ln (x - x_1) \, dx_1,$$

where

$$B = \sqrt{M^2 - 1}.$$  

The upper integration limit follows because each source can only be felt inside its downstream Mach cone; hence the rearmost source that can influence the flow in the point $x$, $r$ is located at $x_1 = x - Br$. Rewriting of (6-33) in a similar manner as (6-30) gives

$$g(x) = \frac{S''(x)}{2\pi} \int_0^{x-Br} \frac{S'(x_1) \, dx_1}{\sqrt{(x - x_1)^2 - B^2r^2}}$$

$$- \frac{1}{2\pi} \int_0^{x-Br} \frac{S'(x_1) - S'(x)}{\sqrt{(x - x_1)^2 - B^2r^2}} \, dx_1.$$  

For the first term we obtain

$$\int_0^{x-Br} \frac{dx_1}{\sqrt{(x - x_1)^2 - B^2r^2}} = -\ln Br + \ln (x + \sqrt{x^2 - B^2r^2}) \simeq -\ln \frac{Br}{2x}.$$  

In the second integral we may replace the square root by $|x - x_1|$ as before. In addition, the upper integration limit may be replaced by $x$ for small $r$, the error being consistent with that incurred in (6-37). Thus

$$g(x) = \frac{S''(x)}{2\pi} \ln \frac{\beta}{2} - \frac{1}{2\pi} \int_0^x S'(x_1) \ln (x - x_1) \, dx_1.$$  

That the correct factor $1/2\pi$ (cf. 6-24) was obtained for the first term confirms the constant for the supersonic source solution (5-38) selected by intuitive reasoning. For the supersonic case we thus have

$$g(x) = \frac{S'(x)}{2\pi} \ln B - \frac{1}{2\pi} \int_0^\infty S''(x_1) \ln (x - x_1) \, dx_1,$$

where we have assumed that $S'(l) = 0$. This form will be used later for the calculation of drag.

It is interesting to note how $g(x)$ changes from subsonic to supersonic flow, as seen by comparing (6-34) with (6-40). First, $\beta$ is replaced by $B$. Secondly, the integral

$$\frac{1}{4\pi} \int_x^{\infty} S''(x_1) \ln (x_1 - x) \, dx_1,$$

which represents the upstream influence in subsonic flow, changes to

$$- \frac{1}{4\pi} \int_0^x S''(x_1) \ln (x - x_1) \, dx_1,$$

that is, becomes equal to half the total downstream influence. To understand this behavior, consider the disturbance caused by a source in one cross section $x$ as it is felt on the body at other cross sections. The disturbance will spread along two wave fronts, one wave moving downstream with a velocity of (approximately) $a_0 + U_0$ and the other either upstream or downstream with a velocity of $a_0 - U_0$, depending on whether the flow is subsonic or supersonic. The effect of fast-moving waves is given by the first integral in (6-34), whereas that of slow-moving waves is given by the second integral. In the supersonic case, the fast and slow waves each contribute half of the integral in (6-40). Because of the small crosswise dimensions of the body, the curvature of the waves may be neglected in the present approximation. Hence their fronts may be treated as plane, the total effect being given by a function of $x$ only.
A comparison of calculated and measured pressure distributions given by Drougge (1959) is shown in Fig. 6-1. The excellent agreement despite the fairly large thickness ratio \(r = \frac{1}{4}\) demonstrates the higher accuracy of slender-body theory than thin-airfoil theory. In the former theory the error term is of order \(\epsilon^4\) (or, rather, \(\epsilon^4 \ln \epsilon\)), whereas in the latter it is of order \(\epsilon^5\). In assessing the accuracy of slender-body theory for practical cases, however, one must remember that the body considered in Fig. 6-1 is very smooth, with small second derivative of the cross-sectional area distribution, and should therefore be ideally suited for the theory.

The weak Mach number dependence of \(\ln [1 - M^2]\) as compared to \(1 - M^2\) in the thin-airfoil case, with the associated weaker singularity at \(M = 1\), is significant. It indicates that the linearized slender-body theory generally holds closer to \(M = 1\) than does the thin-airfoil theory for the same thickness ratio, i.e., the true transonic region should be much smaller. For the body in Fig. 6-1, the linearized theory gives accurate pressure distributions for \(M \leq 0.90\) and \(M \geq 1.10\). In the transonic region the slow-moving waves will have time to interact and accumulate on the body, thus creating nonlinear effects that cannot be treated with the present linearized theory. The transonic case will be further discussed in Chapter 12.

Implicit in the derivation of the theory was the assumption that \(S'\) is continuous everywhere, as is also evident from the results which show that \(\phi\) becomes logarithmically singular at discontinuities of \(S'\) and the pressure thus singular as the inverse of the distance. However, the slender-body theory may be considered as the correct "outer" solution away from the discontinuity with a separate "inner" solution required in its immediate neighborhood. Such a theory has in effect been developed by Lighthill (1948).

6-4 General Slender Body

For a general slender body we assume that the body surface may be defined by an expression of the following form

\[ B(x, y, z) = R(x, y, z) = 0, \quad \text{(6-41)} \]

where \(\epsilon\) is the slenderness parameter (for example, the aspect ratio in the case of a slender wing and the thickness ratio in the case of a slender body of revolution). With the definition (6-41), a class of affine bodies with a given cross-sectional shape is studied for varying slenderness ratio \(\epsilon\), and the purpose is to develop the solution for the flow in an asymptotic series in \(\epsilon\) with the lowest-order term constituting the slender-body approximation. In the stretched coordinate system

\[ \nu = \frac{y}{\epsilon}, \quad z = z/\epsilon \quad \text{(6-42)} \]

the cross-sectional shape for a given \(x\) becomes independent of \(\epsilon\). From the results of Section 6-4 it is plausible that the inner solution would be of the form

\[ \phi' = U_\epsilon [x + \epsilon \phi_2(x, \nu, 2) + \cdots], \quad \text{(6-43)} \]

that is, there will be no first-order term. The correctness of (6-43) will become evident later from the self-consistency of the final result. For a steady motion the condition of tangential flow at the body surface requires that the outward normal to the surface be perpendicular to the flow velocity vector:

\[ \nabla B \cdot \nabla \phi = 0. \quad \text{(6-44)} \]
FIG. 6-2. General slender configuration.

Or, upon introducing (6-42) and (6-43) and dropping higher-order terms,
\[ E_z + B_x \Phi_{2\beta} + B_y \Phi_{1\alpha} = 0. \]  
(6-45)

This relation may be put into a physically more meaningful form in the following manner. Introduce, temporarily, for each point on the contour considered, a coordinate system \( n, s \) such that \( n \) is in the direction normal to, and \( s \) tangential to, the contour at the point, as shown in Fig. 6-2. Obviously, (6-45) then takes the form
\[ B_z \Phi_{2\beta} + B_x \Phi_{1\alpha} = 0. \]  
(6-46)

Let \( d\Pi \) denote the change, in the direction of \( \Pi \), of the location of the contour when going from the cross section at \( x \) to the one at \( x + dx \). Moving along the body surface with \( ds = 0 \) we then have
\[ d\mathcal{B} = B_z \, dx + B_x \, d\Pi = 0. \]  
(6-47)

Upon combining (6-46) and (6-47) we obtain
\[ \Phi_{2\beta} = \frac{d\Pi}{dx}, \]  
(6-48)

a condition that simply states that the streamline slope must equal the surface slope in the plane normal to the surface.

By introducing (6-43) into the differential equation (1-74) for \( \Phi \) we find that \( \Phi_\beta \) must satisfy the Laplace equation in the \( y, z \)-plane:
\[ \Phi_{2\beta\beta} + \Phi_{1\alpha\alpha} = 0. \]  
(6-49)

A formal solution may be obtained by applying (2-124). (This solution, was deduced by using Green's theorem in two dimensions.) Thus
\[ \Phi_\beta = \frac{1}{2\pi} \oint \left( \Phi_{2\beta} - \Phi_\beta \frac{d}{d\Pi} \right) \ln \frac{r_1}{r} \, d\Pi + \Phi_\alpha(x), \]  
(6-50)

where index 1 denotes dummy integration variables as usual, and
\[ r_1 = \sqrt{(y - y_1)^2 + (z - z_1)^2}. \]

As in the body-of-revolution case the function \( \Phi_\beta(x) \) must be obtained by matching. Note that (6-50) is in general not useful for evaluating \( \Phi_\beta \), since only the first term in the integrand is known from the boundary condition on the body. Nevertheless, it can be used to determine \( \Phi_\beta \) for large \( r \), since then \( \partial / \partial \Pi \ln r_1 \) may be neglected compared to \( \ln r_1 \) and, furthermore, \( r_1 \) may be approximated by \( r \). Hence the outer limit of the inner solution becomes
\[ \Phi_\beta \sim \frac{1}{2\pi} \ln r \oint \Phi_{2\beta} \, d\Pi + \Phi_\alpha(x). \]  
(6-51)

Applying the boundary condition (6-48) and noting (see Fig. 6-2) that
\[ \oint \frac{d\Pi}{dx} \frac{d}{dx} = \frac{d\mathcal{S}}{dx}, \]  
(6-52)

where
\[ \mathcal{S}(x) = \frac{1}{\xi^2} S(x), \]

is the reduced cross-sectional area, we find that
\[ \Phi_\beta \sim \frac{\mathcal{S}(x)}{2\pi} \ln r + \Phi_\alpha(x), \]  
(6-53)

which is the same as the solution (6-11) for an axisymmetric body having the same cross-sectional area distribution as the actual slender body. We shall, following Oswatitsch and Keune (1955), term this body the equivalent body of revolution. By matching it will then follow that \( \Phi_\beta(x) \) must be identical to that for the equivalent body of revolution. We have by this proved the following equivalence rule, which was first explicitly stated by Oswatitsch and Keune (1955) for transonic flow, but which was also implicit in an earlier paper by Ward (1949) on supersonic flow:

(a) Far away from a general slender body the flow becomes axisymmetric and equal to the flow around the equivalent body of revolution.

(b) Near the slender body, the flow differs from that around the equivalent body of revolution by a two-dimensional constant-density crossflow part that makes the tangency condition at the body surface satisfied.

Proofs similar to the one given here have been given by Harder and Klunker (1957) and by Guderley (1957). The equivalence rule allows great simplifications in the problem of calculating the perturbation velocity potential
\[ \varphi = e^2 \Phi_\beta. \]  
(6-54)
First, the outer axisymmetric flow is immediately given by the results of the previous section. Secondly, the inner problem is reduced to one of two-dimensional constant-density flow for which the methods of Chapter 2 may be applied. The following composite solution valid for the whole flow field has been suggested by Oswatitsch and Keune (cf. statement (b) above): Let \( \psi_1 \) denote the solution for the equivalent body of revolution and \( \psi_2 \) the inner two-dimensional crossflow solution that in the outer limit becomes \( \psi_2 \sim \frac{1}{2\pi} S'(x) \ln r \). Then the composite solution

\[
\psi^* = \psi_1 + \psi_2 - \frac{1}{2\pi} S'(x) \ln r
\]  

holds in the whole flow field (to within the slender-body approximation).

As in the case of a body of revolution, quadratic terms in the crossflow velocity components must be retained in the expression for the pressure, so that (cf. Eq. 6-23)

\[
C_p = -2\phi_1 - \phi_2 - \phi^*.
\]  

In view of the fact that the derivation given above did not require any specification of the range of the free-stream speed, as an examination of the expansion procedure for the inner flow will reveal, it should also be valid for transonic flow. As will be discussed in Chapter 12, the difference will appear in the outer flow which then, although still axisymmetric, must be obtained from a nonlinear equation rather than from the linearized (6-21) as in the sub- or supersonic case. The form of the differential equation for the outer flow does not affect the statements (a) and (b) above, however, and it turns out that the validity of the equivalence rule is less restricted for transonic than for sub- or supersonic flow so that it can then also be used for configurations of moderate aspect ratio provided the flow perturbations are small.

6-5 Examples of Lifting Slender-Body Flow

A particularly fortunate consequence of the equivalence rule is that the outer flow is needed only for the calculation of \( g(x) \), which is a symmetric term that only influences the drag but not transverse forces and moments. For the calculation of lifting flows one therefore seeks the inner constant-density two-dimensional crossflow which is independent of the Mach number and which may be obtained, for example, by using complex variables. Some of the results of the classical two-dimensional theory may be directly applied. Thus, the flow around a circular cylinder applies to the lifting slender body of revolution, and the solution for a flat plate normal to the stream can be used for the flow around a thin, slender wing. A simple, yet practically useful configuration that incorporates these as special cases is that of a mid-winged body of revolution (see Fig. 6-3).
FIG. 6-4. Mapping of wing-body cross section onto a slit.

Corresponding points are marked in the figure. A second transformation

$$X_2 = (X_0^2 - s_0^2)^{1/2}$$  \hspace{1cm} (6-63)

transforms the horizontal slit to a vertical slit of width $2s_1$. Since in both transformations the plane remains undistorted at infinity, the flow in the $X_2$-plane is simply

$$W'(X_2) = -iaX_2,$$  \hspace{1cm} (6-64)

that is, an undisturbed vertical flow of (nondimensional) velocity $a$. By substituting (6-61)-(6-63) into (6-64) we obtain

$$W(X) = W'(X) + iaX = -ia \left[ \left( X + \frac{R^2}{X} \right)^2 - \left( s + \frac{R^2}{s} \right)^2 \right]^{1/2} - X.$$  \hspace{1cm} (6-65)

Thus for the complex velocity perturbation potential,

$$w(X) = w'(X) + iaX = -ia \left[ \left( X + \frac{R^2}{X} \right) - \left( s + \frac{R^2}{s} \right)^2 \right]^{1/2} - X.$$  \hspace{1cm} (6-66)

This solution was given by Spreiter (1950). It is a straightforward process to derive from it the cases of body alone ($R = s$) and wing along ($R = 0$).

It is interesting to note that the crossflow considered above has no physical significance in a truly two-dimensional case, since then the flow will separate and the flow becomes rotational and nonpotential. In the slender-body case the axial flow keeps the crossflow from separating so that the potential-flow solution gives a realistic result. However, for large angles of attack the flow will separate, particularly when the aspect ratio is very small. The type of flow that then will be encountered is illustrated in Fig. 6-5. The flow separates at the leading edges and forms two stationary, more-or-less concentrated vortices above the wing. Separation gives rise to an additional "drag" in the crossflow plane, which is equivalent to increased lift and drag on the vehicle. Simplified models of this type of flow have been considered by, among others, Bollay (1937), Legendre (1952), and Mangler and Smith (1956).

The calculation of total lift and moments on slender bodies will be considered in Section 6-7.

6-6 The Pressure Drag of a Slender Body in Supersonic Flow

The pressure drag acting on a body in supersonic flow can be thought of as composed of two parts, the wave drag and the vortex drag (see further Chapter 9). If the body has a blunt base, there is, in addition, a base drag. The wave drag results from the momentum carried away by the pressure waves set up by the body as it travels at a speed greater than the speed of sound. In a subsonic flow there is, of course, no wave drag, since no standing pressure waves are possible. The vortex drag arises from the momentum carried away by the vortices trailing from a lifting body and is governed by the same relations in both supersonic and subsonic flow.

The pressure drag of a slender body in a supersonic flow is most easily calculated by considering the flow of momentum through a control surface surrounding the body. We shall here follow essentially the approach taken by Ward (1949), which gives the total pressure drag but does not specify how the drag is split up into wave drag and vortex drag.

In Section 1-6 it was shown that, by considering the flow of momentum through a control surface $S$ surrounding the body, the force on the body is given by

$$\mathbf{F}_{\text{body}} = - \oint_{S} \left[ \rho \mathbf{u} \mathbf{n} + \rho \mathbf{Q} (\mathbf{Q} \cdot \mathbf{n}) \right] dS,$$  \hspace{1cm} (1-51)

where $\mathbf{n}$ is the outward unit normal to the surface $S$, and $\mathbf{Q}$ is the velocity vector. It is convenient to introduce into (1-51) the perturbation velocity $\mathbf{U}_w = \mathbf{Q} - i\mathbf{U}_w$, which gives

$$\mathbf{F}_{\text{body}} = - \oint_{S} \left[ \rho \mathbf{u} \mathbf{n} + \rho \mathbf{T}_w \mathbf{q} + i \rho \mathbf{U}_w (\mathbf{q} \cdot \mathbf{n}) + i \rho \mathbf{U}_w (\mathbf{n} \cdot \mathbf{n}) \right] dS.$$  \hspace{1cm} (6-67)
This may be simplified somewhat by use of the equation of continuity (cf. 1-45)
\[ \int \rho(q + 1) \cdot n \, dS = 0. \] (6-68)

Hence, since \( S \) is a closed surface,
\[ F_{body} = -\oint (p - p_e) n + \rho U^2 q (q \cdot n + 1 \cdot n) \, dS, \] (6-69)
which is the form we are going to use.

It is convenient in the present case to choose \( S \) in the manner shown in Fig. 6-6. Thus the surface \( S \) consists of three parts: \( S_1, S_2, \) and \( S_3 \), of which \( S_1 \) and \( S_3 \) are circular disks and \( S_2 \) a cylinder parallel to the main flow whose radius \( R_1 \) will be chosen so that \( S_2 \) is at the outer limit of the inner region. It is assumed that \( S_1 \) lies ahead of the body so that the flow is undisturbed there, and \( S_3 \) is located at the base section of the body. The body may have a blunt base, but the linearized theory is, of course, not valid for the calculation of the pressure on the base. We assume that the base pressure \( p_B \) is known, so that the base drag contribution
\[ D_B = (p_e - p_B) S_B \] (6-70)
to the total drag is given. In supersonic flow the effect of the blunt base will not be felt upstream of the base section. Hence the linearized theory may be used to calculate the flow ahead of the base section and thus the pressure drag on the remainder of the body.

Since \( S \) is located in the inner region, the flow is essentially incompressible so that, on \( S \), \( \rho \) may be considered constant and equal to its freestream value. The term \( q \cdot n + 1 \cdot n \) in (6-69) is simply the nondimensional velocity component normal to \( S \). Thus, by taking the \( x \)-component of (6-69) we obtain
\[ D - D_B = -\rho U^2 \int \! \! \! \! \int \varphi_x \varphi_x \, dS_2 - \int \! \! \! \! \int (p - p_e) \, dS_3 \] \[ -\rho U^2 \int \! \! \! \! \int \varphi_x (1 + \varphi_x) \, dS_3. \] (6-71)

Now, according to (6-56),
\[ p - p_e = \frac{1}{2} \rho \frac{U^2}{C_p} = -\rho U^2 \varphi_x - \frac{1}{2} \rho U^2 (\varphi_x^2 + \varphi_x^2) \] (6-72)
in the inner region. Hence (6-71) simplifies further to
\[ D - D_B = -\rho U^2 \int \! \! \! \! \int \varphi_x \varphi_x \, dS_2 + \frac{1}{2} \rho U^2 \int \! \! \! \! \int (\varphi_x^2 + \varphi_x^2 - 2\varphi_x^2) \, dS_3. \] (6-73)

In the last term \( 2\varphi_x^2 \) may be neglected compared to \( \varphi_x^2 + \varphi_x^2 \), and hence
\[ \frac{D - D_B}{\rho U^2} = -\int \! \! \! \! \int \varphi_x \varphi_x \, dS_2 + \frac{1}{2} \int \! \! \! \! \int (\varphi_x^2 + \varphi_x^2) \, dS_3. \] (6-74)

Since \( S_2 \) is located at the outer limit of the inner solution, the equivalence rule tells us that on \( S_2 \)
\[ \varphi \simeq \frac{1}{2\pi} S'(x) \ln r \bigg|_{r=R_1} + g(x) \] (6-75)
or
\[ \varphi_x = \frac{S}{2\pi R_1}; \quad \varphi_x = \frac{S'}{2\pi} \ln R_1 + g'(x). \] (6-76)

Also
\[ dS_2 = R_1 \, d\theta \, dx; \]
thus
\[ \int \! \! \! \! \int \varphi_x \varphi_x \, dS_2 = \int_0^1 \left[ \frac{S''}{2\pi} \ln R_1 + g'(x) \right] \, dx, \] (6-77)
where it has been assumed that the base section is located at \( x = l \). The first term can be directly integrated and the second term integrated by parts. This gives
\[ \int \! \! \! \! \int \varphi_x \varphi_x \, dS_2 = \frac{1}{4\pi} [S'(l)]^2 \ln R_1 + S'(l) g(l) - \int_0^l S'' g \, dx. \] (6-78)
The integral over $S_a$ may be simplified by use of the form (2-7) of Green's theorem which in two dimensions becomes

$$
\int_C \phi \frac{\partial \sigma}{\partial n} ds = \int_S (\nabla \phi \cdot \nabla \phi + \phi \nabla^2 \phi) dS,
$$

where $C$ is the contour bounding $S$, $n$ the outward normal, and $\nabla^2 \phi$ the two-dimensional crossflow Laplace operator. In the present case the contour consists of two portions, the base section contour $C_B$ and a circle of radius $R_1$. At the circle we may again make the substitution (6-75) and (6-76), whereupon that portion of the line integral may be evaluated. The integral over $S_a$ consequently becomes

$$
\int_{s_1 - s_2} (\psi^2 + \psi_1^2) dS = \psi'(l) \left[ \frac{1}{2\pi} S'(l) \ln R_1 + g(l) \right] - \int_{C_B} \phi \frac{\partial \sigma}{\partial n} ds.
$$

(6-80)

The minus sign in the last term appears because $n$ is now assumed to be the normal outward from $C_B$ and is thus the inward normal to $S_a$. Addition of the two integrals (6-78) and (6-80) gives for the drag

$$
\frac{D - D_B}{\rho_a U_a^2} = \int_0^1 S''(x) g(x) dx - \frac{1}{2\pi} S'(l) (l - x_1) \int_0^1 \psi_1' dx_1
$$

$$
+ \frac{1}{4\pi} S'(l) \int_0^1 \psi'(x_1) \ln (l - x_1) dx_1 - \frac{1}{4\pi} \int_{C_B} \phi \frac{\partial \sigma}{\partial n} ds.
$$

(6-81)

Substituting the expression (6-40) for $g(x)$ into (6-81) we finally obtain

$$
\frac{D - D_B}{\rho_a U_a^2} = -\frac{1}{2\pi} \int_0^1 S''(x) dx \int_0^x \psi'(x_1) \ln (x - x_1) dx_1
$$

$$
+ \frac{1}{4\pi} S'(l) \int_0^1 \psi'(x_1) \ln (l - x_1) dx_1 - \frac{1}{4\pi} \int_{C_B} \phi \frac{\partial \sigma}{\partial n} ds.
$$

(6-82)

Note that $\psi$ and its derivative normal to the cross section are needed only at the base section to evaluate the last integral. Setting

$$
\psi = \psi_2 + g(x),
$$

(6-83)

where $\psi_2$ is defined as in (6-55), and using the expression (6-40) for $g(x)$, we may rewrite (6-82) as follows:

$$
\frac{D - D_B}{\rho_a U_a^2} = -\frac{1}{2\pi} \int_0^1 S''(x) dx \int_0^x \psi'(x_1) \ln (x - x_1) dx_1
$$

$$
+ \frac{1}{2\pi} S'(l) \int_0^1 \psi'(x_1) \ln (l - x_1) dx_1 - \frac{1}{4\pi} \left[ S'(l) \right]^2 \ln \frac{B}{2}
$$

$$
- \frac{1}{4\pi} \int_{C_B} \psi \frac{\partial \sigma}{\partial n} ds.
$$

(6-84)
This formula shows how the drag varies with Mach number. If \( S'(l) = 0 \), that is, if the body ends in a point or with a cylindrical portion, the drag becomes independent of the Mach number. Of particular interest is the drag of the equivalent body of revolution, for which

\[
\varphi_2 = \frac{1}{2\pi} S'(x) \ln r. \tag{6-85}
\]

Hence

\[
\frac{D_{eq, body} - D_B}{\rho U^2} = -\frac{1}{2\pi} \int \int S''(x) dx \int S''(z) \ln (z - x_1) dx_1 + \frac{1}{2\pi} S'(l) \int S''(x_1) \ln (l - x_1) - \frac{1}{4\pi} \frac{[S'(l)]^2}{2} \ln \frac{BR(l)}{2}. \tag{6-86}
\]

The difference between the drag of a general slender body and that of its equivalent body of revolution is thus

\[
\frac{D - D_{eq, body}}{\rho U^2} = -\frac{1}{2\pi} \int \int \varphi_2 \frac{\partial \varphi_2}{\partial n} ds + \frac{1}{4\pi} \frac{[S'(l)]^2}{2} \ln R(l). \tag{6-87}
\]

This is the equivalence rule for the pressure drag. It is a fairly easy matter to show that it must hold for all speed regimes whenever the equivalence rule for the flow is valid. Thus it will also hold for transonic speeds, and, as will be explained in Chapter 12, with less restrictions than for sub- or supersonic speeds.

In many cases the right-hand side of (6-87) is zero and hence the drag equal to that of the equivalent body of revolution. This occurs whenever:

(a) The body ends with an axisymmetric portion so that the two parts in (6-87) cancel.

(b) The body ends in a point.

(c) The body ends in a cylindrical portion parallel to the free stream so that \( \varphi_2 / \ln r \) and \( S' \) are zero.

Most practical slender missile or airplane configurations satisfy (a) or (c). For such a body one can thus experimentally test the validity of the equivalence rule simply by comparing the pressure drag with that of the equivalent body of revolution. Such measurements were made by Whitcomb (1956). Some of his results are reproduced in Fig. 6-7.

The agreement is good in the transonic region when the viscous drag has been separated out. From these results Whitcomb drew the conclusion that it should be possible to reduce the drag of a slender wing-body combination by indenting the body so that the equivalent body of revolution would have a smooth area distribution. This is the well-known transonic area rule, which has been used successfully to design low-drag configurations for transonic airplanes. The savings in drag that can be achieved are demonstrated in Fig. 6-7(b).

\[\text{Fig. 6-8. Unsteady flow in a plane slab due to penetration of slender body.}\]
where \( \phi \) is \( \phi \) expressed in \((x_1, y_1, z_1, t)\) and the integral is to be taken around the (instantaneous) body cross section. The factor \( U_\infty \) comes from the definition of \( \phi \). It follows from Fig. 6-9 that

\[
\text{n} \, ds = (j \cos \theta + k \sin \theta) \, ds
\]

\[
= j \, dz_1 - k \, dy_1. \tag{6-91}
\]

Hence

\[
\xi = -\rho_\infty U_\infty j \int \Delta \phi_1(x_1) \, dz_1 - \rho_\infty U_\infty k \int \Delta \phi_1(y_1) \, dy_1, \tag{6-92}
\]

where \( \Delta \phi_1(y_1) \) is the difference in \( \phi_1 \) between the upper and lower surfaces of the cross section and \( \Delta \phi_1(x_1) \) is the difference in \( \phi_1 \) between the right and left surfaces of the cross section. Introducing (6-92) into (6-89) we thus obtain

\[
\frac{dL}{dx_1} = \rho_\infty U_\infty \frac{d}{dx_1} \int \Delta \phi_1(y_1) \, dy_1 \tag{6-93}
\]

and

\[
\frac{dY}{dx_1} = \rho_\infty U_\infty \frac{d}{dx_1} \int \Delta \phi_1(x_1) \, dz_1. \tag{6-94}
\]

Now, going back to the original coordinate system traveling with the body and remembering that for steady flow \( d/dt = U_\infty \, d/dx \) we may write (6-93) and (6-94) as follows:

\[
\frac{dL}{dx} = \rho_\infty U_\infty^2 \frac{d}{dx} \int \Delta \phi(y) \, dy, \tag{6-95}
\]

and

\[
\frac{dY}{dx} = \rho_\infty U_\infty^2 \frac{d}{dx} \int \Delta \phi(z) \, dz. \tag{6-96}
\]

By integrating over the body length, total lift, pitching moment, etc. can then be obtained. Particularly simple are the expressions for the total forces, which become

\[
L = \rho_\infty U_\infty^2 \int_{c_B} \Delta \phi(y) \, dy, \tag{6-97}
\]

\[
Y = \rho_\infty U_\infty^2 \int_{c_B} \Delta \phi(z) \, dz, \tag{6-98}
\]

where \( c_B \) indicates that the integral is to be evaluated at the base cross section. In order to calculate total forces, one thus only needs the cross flow at the base. Frequently, the flow is given in complex variables, in which case it is convenient to work with the complex force combination

\[
F = Y + iL = -i\rho_\infty U_\infty^2 \oint_{c_B} \phi \, dX, \tag{6-99}
\]

where

\[
X = y + iz.
\]

[This formula could, of course, also have been obtained by introducing the complex vector directly in (6-92).] The idea is then to introduce the complex potential \( \psi(X) = \phi + i\psi \), which would reduce the problem to that of evaluating a closed-contour complex integral. However, a direct replacement of \( \phi \) by \( \psi \) will generally lead to an incorrect result unless the stream function \( \psi \) happens to be zero, or constant, along the cross section contour. We therefore introduce, as in (6-59), the potential \( \psi' \) for the related flow having zero normal velocity at the contour and velocity components at infinity proportional to the side-slip angle and angle of attack, respectively, at the base section. Thus

\[
\phi = \text{Re} \{ \psi'(X) \} - a_B z - b_B y, \tag{6-100}
\]

where \( a_B \) and \( b_B \) are the angle of attack and side-slip angle at the base (which would be different from the overall angle of attack and side slip if the body were cambered). Now \( \psi' \) is zero along the contour, and we may therefore set

\[
F = -i\rho_\infty U_\infty^2 \oint_{c_B} \psi' \, dX - i\rho_\infty U_\infty^2 S_B (a_B - i\beta_B), \tag{6-101}
\]

where \( S_B \) is the base area. The last term follows from simple geometrical considerations that give, for example, that

\[
\oint_{c_B} \phi' \, dX = -\int \Delta \phi' \, dy = -8_B. \tag{6-102}
\]

In the first integral of (6-101) we may choose any path of integration that encloses the base contour, the most convenient one being a large circle at infinity. Assuming that \( \psi' \) may be expressed by the following Laurent series for large \( |X| \)

\[
\psi' = a_0 X + \sum_{n=1}^{\infty} \frac{a_n}{X^n}, \tag{6-103}
\]

and \( a_{-1} \) being the residue at infinity, we obtain from (6-101)

\[
F = 2 \pi \rho_\infty U_\infty^2 a_{-1} - i\rho_\infty U_\infty^2 S_B (a_B - i\beta_B). \tag{6-104}
\]
As an example, we shall apply this formula to the lifting wing-body combination considered in Section 6-5. By expanding (6-65) in inverse powers of \( X \),
\[
\omega' = -\frac{\alpha}{2\alpha} \left\{ X - \frac{1}{2\alpha} \left[ \left( s + \frac{R^2}{s} \right) - 2R^2 \right] + \ldots \right\}, \tag{6-105}
\]
and inserting the residue as given by the second term of (6-105), the following result is obtained
\[
L = \pi \rho u s^2 \left( s^2 - R^2 + \frac{R^4}{s^2} \right) \mu, \tag{6-106}
\]
where index \( B \) refers to the base section. (The side force is, of course, zero in this case.) This result contains as special cases those of the wing alone and body alone. In the latter case, setting \( s_B = R_B \) in (6-106), we obtain
\[
L = \pi \rho u s^2 R^2 \alpha, \tag{6-107}
\]
that is, the lift coefficient based on the base area is simply
\[
C_L = 2\alpha, \tag{6-108}
\]
a result first derived by Munk (1924). An interesting conclusion from this is that on a body pointed at the rear no lift is exerted, only a pitching moment. This is destabilizing, tending to increase the angle of attack (cf. ellipsoid example in Chapter 2 and Fig. 2-5). In reality, viscous effects will cause a small positive lift.

For the case of a wing alone \((R_B = 0)\), (6-106) gives
\[
L = \pi \rho u s^2 R^2 \alpha. \tag{6-109}
\]
Hence, any slender wing with a straight, unswept trailing edge will have a lift coefficient (R. T. Jones, 1946)
\[
C_L = \frac{\pi}{2} A \alpha. \tag{6-110}
\]
Comparisons for delta wings with experiments and a numerical lifting-surface theory, presented in Fig. 6-10, show that this simple formula overestimates the lift by 10% and more for \( A > 1.0 \).

It should be pointed out that (6-106) and (6-109) hold only for wings having monotonically increasing span from the pointed apex to the base section, otherwise sections forward of the base section will produce a wake that will influence the flow at the base, so that it no longer becomes independent of the flow in other cross sections. For the case of an uncambered wing with swept-forward trailing edges, one can easily show that the lift on sections behind that of the maximum span is zero in the slender-wing approximation, and hence (6-109) will hold if \( s_B \) is replaced by \( s_{max} \), the maximum semispan. In the case of swept-back trailing edges, as for an arrowhead or swallowtail wing, Mangler (1955) has shown that the determination of the flow requires the solution of an integral equation.

A practically useful formula to estimate the effect of a fuselage on total lift is obtained by dividing (6-106) by (6-109).
\[
\frac{L_{wing+body}}{L_{wing alone}} = 1 - \left( \frac{R_B}{s_B} \right)^2 - \left( \frac{R_B}{s_B} \right)^4, \tag{6-111}
\]
which shows that the body interference tends to decrease the lift.

---

Fig. 6-10. Comparison of theoretical and experimental lift-curve slopes for low-aspect-ratio triangular wings. (Numerical lifting-surface theory, courtesy of Dr. Sheila Widnall. See also Chapter 7.)
Three-Dimensional Wings in Steady, Subsonic Flow

7-1 Compressibility Corrections for Wings

This chapter deals with the application to finite, almost-plane wings of the linearized, small-perturbation techniques introduced in Chapter 5. By way of introduction, we first review the similarity relations which govern variations in the parameter \( M \), the flight Mach number.

In the light of the asymptotic expansion procedure, the principal unknown, from which all other needed information can be calculated, is the first-order term* \( \Phi' \) in the outer expansion for the velocity potential. The term \( \Phi' \) is connected to the more familiar perturbation velocity potential \( \varphi(x, y, z) \) by (5-28). The latter is governed by the differential equations and boundary conditions (5-29)-(5-30), which we reproduce here (see also Fig. 5-1):

\[
(1 - M^2)\varphi_{xx} + \varphi_{yy} + \varphi_{zz} = 0, \tag{5-29}
\]

\[
\varphi_x = \frac{\partial \varphi}{\partial x} \quad \text{at} \quad z = 0+ \quad \text{for} \quad (x, y) \text{ on } S. \tag{5-30}
\]

The pressure coefficient at any point in the field, including the upper and lower wing surfaces \( z = 0 \pm \), is found from

\[
C_p = -2\varphi_n. \tag{5-31}
\]

Extending a procedure devised by Prandtl and Glauert for two-dimensional airfoils (see Fig. 7-1), Göthert (1940) introduced a transformation of independent and dependent variables which is equivalent to

\[
\begin{align*}
x_0 &= x/\beta \\
y_0 &= y \\
z_0 &= z
\end{align*}
\]

\[
\varphi_0(x_0, y_0, z_0) = \varphi(x, y, z) \tag{7-1}
\]

* The zeroth-order term is, of course, the free stream \( \Phi_0 = U_\infty x \).

Where \( \beta = \sqrt{1 - M^2} \), as in Chapter 5. Equation (7-1) converts (5-29) into the constant-density perturbation equation

\[
(\varphi_0)_{x_0} + (\varphi_0)_{y_0} + (\varphi_0)_{z_0} = 0. \tag{7-2}
\]

Some care must be observed when interpreting the transformed boundary condition at the wing surface. Thus, for example, the first of (5-30) states that just above the wing's projection on the \( x, y \)-plane the vertical velocity component produced by the sheet of singularities representing the wing's disturbance must have certain values, say \( F_n(x, y) \). After transformation, we obtain

\[
(\varphi_0)_z = F_n(x_0, y_0) = F_n(x_0, y_0) \tag{7-3}
\]

at \( z_0 = 0+ \), for \( (x_0, y_0) \) on \( S_0 \), where \( S_0 \) is an area of the \( x_0, y_0 \)-plane whose lateral dimensions are the same as the original planform projection \( S \), but which is stretched chordwise by a factor \( 1/\beta \). (See Fig. 7-2.)

Equation (7-3) and the equivalent form for the lower surface state, however, that the "equivalent" wing in zero-\( M \)-flow has the same thickness ratio \( \tau \), fractional camber \( \theta \), and angle of attack \( \alpha \) as the original wing in the compressible stream.

**Fig. 7-1.** A thin wing in rectilinear flight.

**Fig. 7-2.** Equivalent wing planform in zero-Mach-number flow. If sweep is present, \( \tan \lambda_0 = (1/\beta) \tan \Lambda \). The aspect ratio is \( A_0 = \beta A \).
The similarity law might be abbreviated

\[ \varphi(x, y, z; M, A, r, \theta, \alpha) = \varphi \left( \frac{z}{\beta}, y, z; M = 0, \beta A, r, \theta, \alpha \right), \tag{7-4} \]

where the semicolon is used to separate the independent variables from the parameters.

By way of physical explanation, Göthert's extended Prandtl-Glauert law states that to every subsonic, compressible flow over a thin wing there exists an equivalent flow of constant density liquid (at the same flight speed and free-stream ambient conditions) over a second wing, obtained from the first by a chordwise stretching \(1/\beta\) without change of surface slope distribution. It is obvious from (5-31) that pressure coefficients at corresponding points in the two flows are related by

\[ \frac{C_p}{\beta} = C_{p0}. \tag{7-5} \]

Since they are all calculated from similar dimensionless chordwise and spanwise integrations of the \(C_p\)-distribution, quantities like the sectional coefficients \(C_L, C_M\), and the lift-curve slope \(\partial C_L/\partial \alpha\) are found from their constant-density counterparts by the same factor \(1/\beta\) as in (7-5). It is of interest in connection with spanwise load distribution, however, that the total lift forces and running lifts per unit \(y\)-distance are equal on the two wings, because of the increased chordwise dimensions at \(M = 0\).

Unfortunately, when one is treating a given three-dimensional configuration, the foregoing transformation requires that a different planform be analyzed (or a different low-speed model be tested) for each flight Mach number at which loading data are needed. This is not true for two-dimensional airfoils, since then the chordwise distortion at fixed \(\alpha\), etc., is no more than a change of scale on an otherwise identical profile; we have already seen (Section 1-4) that such a change has no effect on the physical flow quantities at fixed \(M\).

Measurements like those of Feldman (1948) correlate with the Göthert-Prandtl-Glauert law rather well up to the vicinity of Mach number, where sonic flow first appears at the wing surface. They also verify what we shall see later theoretically, that the coefficient of induced drag should be unaffected by \(M\)-changes below \(M_{cr}\). There exist, of course, more accurate compressibility corrections based on nonlinear considerations which are successful up to somewhat higher subsonic \(M\).

\[ \text{Inasmuch as (5-29) applies also to small-perturbation supersonic flow, } M > 1, \text{ one might suspect that the foregoing considerations could be extended directly into that range. This is an oversimplification, however, since the boundary conditions at infinity undergo an essential change—disturbances are not permitted to proceed upstream but may propagate only downstream and laterally in the manner of an outward-going sound wave. (The behavior is connected with a mathematical alteration in the nature of the partial differential equation, from elliptical to hyperbolic or "wavellite.") What one does discover is the existence of a convenient reference Mach number, } M = \sqrt{2}, \text{ which plays a role similar to } M = 0 \text{ in the subsonic case. When } M = \sqrt{2}, \text{ the quantity } B = \sqrt{M^2 - 1} \text{ becomes unity and all flow Mach lines are inclined at } 45^\circ \text{ to the flight direction. Repetition of the previous reasoning leads to a supersonic similarity law}

\[ \varphi(x, y, z; M, A, r, \theta, \alpha) = \varphi \left( \frac{x}{B}, y, z; M = \sqrt{2}, BA, r, \theta, \alpha \right). \tag{7-6} \]

Pressure coefficients at corresponding points, lift coefficients, etc., are related by

\[ \frac{C_p}{B} = C_{p0}. \tag{7-7} \]

Once more the equivalent planform at } M = \sqrt{2} \text{ is obtained from the original by chordwise distortion, but now this involves a stretching if the original } M < \sqrt{2} \text{ and a shrinking if } M > \sqrt{2}. \text{ The process has been likened to taking hold of all Mach lines and rotating them to } 45^\circ, \text{ while chordwise dimensions vary in affine proportion. Clearly, Eqs. (7-5), (7-7), and the associated transformation techniques fail in the transonic range where } M \approx 1. \text{ It has been speculated, because the equivalent aspect ratio approaches zero as } M \rightarrow 1 \text{ and slender-body-theory results for lift are independent of Mach number (Chapter 6), that linearized results for three-dimensional wings might be extended into this range. This is, unfortunately, an oversimplification. Starting from the proper, nonlinear formulation of transonic small-disturbance theory, Chapter 12 derives the actual circumstances under which linearization is permissible and gives various similarity rules. It is found, for instance, that loading may be estimated on a linearized basis whenever the parameter } \Delta \tau^{1/3} \text{ is small compared to unity.}

7-2 Constant-Density Flow; the Thickness Problem

Having shown how steady, constant-density flow results are useful at all subcritical } M, \text{ we now elaborate them for the finite wing pictured in Fig. 7-1. As discussed in Section 5-2 and elsewhere above, it is convenient to identify and separate portions of the field which are symmetrical and
antisymmetrical in \( z \), later adding the disturbance velocities and pressures in accordance with the superposition principle. The separation process involves rewriting the boundary conditions (5-30) as

\[
\begin{align*}
\varphi = & \tau \frac{\partial \eta}{\partial z} + \theta \frac{\partial \eta}{\partial x} - \alpha \quad \text{at } z = 0^+ \quad \text{for } (x, y) \text{ on } S, \quad (7-8a) \\
\varphi = & -\tau \frac{\partial \eta}{\partial z} + \theta \frac{\partial \eta}{\partial x} - \alpha \quad \text{at } z = 0^- \\
\end{align*}
\]

where \( \eta(x, y) \) is proportional to the ordinate of the mean camber surface, while \( 2g(x, y) \) is proportional to the thickness distribution. The differential equation is, of course, the three-dimensional Laplace equation

\[
\nabla^2 \varphi = 0. \quad (7-9)
\]

As a starting point for the construction of the desired solutions, we adapt (2-28) to express the perturbation velocity potential at an arbitrary field point \((x, y, z)\),

\[
\varphi(x, y, z) = \iint_S \left[ \frac{\partial}{\partial n_x} \varphi \right] \left( \frac{1}{4\pi r} \right) \, dS. \quad (7-10)
\]

Here \( n \) is the normal directed into the field, and the integrals must be carried out over the upper and lower surfaces of \( S \). Dummy variables \((x_1, y_1, z_1)\) will be employed for the integration process, so the scalar distance is properly written

\[
\tau = \sqrt{(x - x_1)^2 + (y - y_1)^2 + (z - z_1)^2}. \quad (7-11)
\]

In wing problems \( z_1 = 0 \) generally.

Considering the thickness alone, we have

\[
\varphi(x, y, z) = \varphi(x, y, -z) \quad (7-12)
\]

for all \( z \) and the boundary condition

\[
\begin{align*}
\varphi = & + \left( \frac{\partial \varphi}{\partial n} \right) \left( \frac{1}{\pi} \right) \text{ at } z = 0^+ \quad \text{for } (x, y) \text{ on } S, \quad (7-13a) \\
\varphi = & - \left( \frac{\partial \varphi}{\partial n} \right) \left( \frac{1}{\pi} \right) \text{ at } z = 0^- \\
\end{align*}
\]

Moreover, no discontinuities of \( \varphi \) or its derivatives are expected anywhere else on or off the \( x, y \)-plane. In (7-10), \( dS = dx_1 dy_1dz \), the values of \( \varphi(x_1, y_1, 0^+) \) and \( \varphi(x_1, y_1, 0^-) \) appearing in the integrals over the upper and lower surfaces are equal, while the values of \( \partial \varphi / \partial n (1/4\pi r) \) are equal and opposite. Hence the contributions from the first term in brackets cancel, leaving us with

\[
\begin{align*}
\varphi(x, y, z) & = \frac{1}{2\pi} \iint_S \left[ - \left( \frac{\partial \varphi}{\partial n} \right)_u - \left( \frac{\partial \varphi}{\partial n} \right)_l \right] \frac{dS}{r} \\
& = -\frac{\tau}{2\pi} \iint_S \frac{\partial g(x_1, y_1)}{\partial x_1} \sqrt{\frac{1}{(x - x_1)^2 + (y - y_1)^2 + z^2}} \\
& \quad \left[ \frac{x - x_1}{r^3} \right] dx_1 dy_1. \quad (7-14)
\end{align*}
\]

where (7-13) and (7-11) have been employed. Physically, (7-14) states that the flow due to thickness can be represented by a source sheet over the planform projection, with the source strength per unit area being proportional to twice the thickness slope \( \partial g / \partial z \). [Compare the two-dimensional counterpart, (5-50).]

Examination of (7-14) leads to the conclusion that the thickness problem is a relatively easy one. In the most common situation when the shape of the wing is known and the flow field constitutes the desired information, one is faced with a fairly straightforward double integration. For certain elementary functions \( g(x, y) \) this can be done in closed form; otherwise it is a matter of numerical quadrature, with careful attention to the pole singularity at \( x_1 = x, y_1 = y \), when one is analyzing points on the wing \( z = 0 \). The pressure can be found from (5-31) and (7-14) as

\[
C_p = -2\varphi_x \quad (7-15)
\]

There is no net loading, since \( C_p \) has equal values above and below the wing. Also the thickness drag works out to be zero, in accordance with d'Alembert's paradox (Section 2-5). Finally, it should be mentioned that, for any wing with closed leading and trailing edges,

\[
\int_{chord} \frac{\partial g}{\partial x_1} dx_1 = \bar{g}_{TE} - \bar{g}_{LE} = 0. \quad (7-16)
\]

This means that the total strength of the source sheet in (7-14) is zero.

As a consequence, the disturbance at long distances from the wing approaches that due to a doublet with its axis oriented in the flight direction, rather than that due to a point source.

7-3 Constant-Density Flow; the Lifting Problem

For the purely antisymmetrical case we have

\[
\varphi(x, y, z) = -\varphi(x, y, -z) \quad (7-17)
\]

with corresponding behavior in the velocity and pressure fields. The
principal boundary condition now reads
\[ \varphi_z = \partial \frac{\partial \varphi}{\partial x} - \alpha \text{ at } z = 0 \pm \text{ for } (x, y) \text{ on } S. \] (7-18)

We must make allowance for a discontinuity in \( \varphi \) not only on the planform projection \( S \) but over the entire wake surface, extending from the trailing edge and between the wingtips all the way to \( x = \pm \infty \) on the \( x, y \)-plane. For this reason, the simplest approach proves to be the use of (7-10) not as a means of expressing \( \varphi \) itself but the dimensionless \( x \)-component of the perturbation velocity
\[ u = \varphi_x, \] (7-19)

where \( u \) is essentially the pressure coefficient, in view of (5-31). Equation (1-81) shows us that we are also working with a quantity proportional to the small-disturbance acceleration potential, and this is the starting point adopted by some authors for the development of subsonic lifting wing theory. Obviously, \( u \) is a solution of Laplace's equation, since the operation of differentiation with respect to \( x \) can be interchanged with \( V^2 \) in (7-9).

We may therefore write
\[ u(x, y, z) = \int_S \left[ \frac{\partial}{\partial n} - \frac{\partial u}{\partial n} \right] \left( \frac{1}{4\pi \tau} \right) dS. \] (7-20)

We specify for the moment that \( S' \) encompasses both wing and wake, since the derivation of (2-28) called for integration over all surfaces that are sources of disturbance and made no allowance for circulation around any closed curve in the flow external to the boundary. It is an easy matter to show, however, that the choice of \( u \) as dependent variable causes the first term in the (7-20) brackets to vanish except on \( S \) and the second term to vanish altogether. Because there can be no pressure jump except through a solid surface, \( u \) is continuous through \( z = 0 \) on the wake. But
\[ \frac{\partial}{\partial n} \left( \frac{1}{4\pi \tau} \right) = \pm \frac{\partial}{\partial z_1} \left( \frac{1}{4\pi \tau} \right) \bigg|_{z_1 = 0} \] (7-21)

are equal and opposite on top and bottom everywhere over \( S \), so the first-term contributions remain uneanteed only on \( S \). There \( u \) jumps by an amount
\[ \gamma(x_1, y_1) = u_t - u_b. \] (7-22)

(By antisymmetry, \( u_t = -u_b \).)

As regards the second bracketed term in (7-20), the condition of irrotationality reveals that
\[ \frac{\partial u}{\partial n} = \frac{\partial u}{\partial z_1} = \frac{\partial w}{\partial z_2} \] (7-23a)
on top and one finds that
\[ \frac{\partial u}{\partial n} = -\frac{\partial u}{\partial z_1} = -\frac{\partial w}{\partial z_2} \] (7-23b)
on the bottom of \( S' \). Both \( w \) and its derivatives are continuous through all of \( S' \), and therefore the upper and lower integrals cancel throughout. One is left with
\[ u(x, y, z) = \int_S \left[ u_t - u_b \right] \frac{\partial}{\partial n} \left( \frac{1}{4\pi \tau} \right) dS \]
\[ = \frac{1}{4\pi} \int_S \left[ \gamma(x_1, y_1) \frac{\partial}{\partial z_1} \left( \frac{1}{4\pi \tau} \right) \right]_{z_1 = 0} dx_1 dy_1 \]
\[ = -\frac{1}{4\pi} \int_S \gamma(x_1, y_1) \frac{\partial}{\partial z} \left( \frac{1}{4\pi \tau} \right) dx_1 dy_1. \] (7-24)

We have inserted (7-21) and (7-22) here, along with the fact that
\[ \frac{\partial}{\partial z} \left( \frac{1}{4\pi \tau} \right) = + \frac{\partial}{\partial (z_1 - z)} \]
\[ = - \frac{\partial}{\partial z} \]
when applied to a quantity which is a function of these two variables only in the combination \( (z - z_1) \).

The modification of (7-24) into a form suitable for solving lifting-wing problems can be carried out in several ways. Perhaps the most direct is to observe that nearly always \( w(x, y, 0) \) is known over \( S \), and (7-24) should therefore be manipulated into an expression for this quantity. This we do by noting that \( u = \varphi_x \) and \( w = \varphi_z \), so that
\[ w(x, y, z) = \frac{\partial}{\partial z} \int_0^1 u(x_0, y, z) dx_0, \] (7-25)
where account has been taken that \( \varphi( -x, y, z) = 0 \). Inserting (7-26) into (7-24) and interchanging orders of differentiation and integration, we get
\[ w(x, y, z) = -\frac{1}{4\pi} \int_S \left[ \frac{\partial u}{\partial n} \gamma(x_1, y_1) \right] \]
\[ \times \left[ \frac{\partial^2}{\partial z_2 \partial n} \int_0^1 w(x_0, z_2) dx_0 \right] \frac{dx_1 dy_1}{\sqrt{(x_0 - x_1)^2 + (y - y_1)^2 + z_2^2}}. \] (7-27)
After considerable algebra, we find that (7-27) can be reduced, as \( z \to 0 \), to one or the other of the following forms:

\[
w(x, y, 0) = \theta \frac{\partial \gamma}{\partial z} - \alpha
\]

\[
= \frac{1}{4\pi} \int_S \frac{\gamma(x_1, y_1)}{(y - y_1)^2} dS
\]

\[
\times \left[ 1 + \frac{(x - x_1)}{\sqrt{(x - x_1)^2 + (y - y_1)^2}} \right] dx_1 dy_1
\]

\[
= \frac{1}{4\pi} \int_S \frac{\partial \gamma}{\partial y_1} \left( \frac{1}{y - y_1} \right) dS
\]

\[
\times \left[ 1 + \frac{\sqrt{(x - x_1)^2 + (y - y_1)^2}}{(x - x_1)} \right] dx_1 dy_1.
\]

(7-28a)

(7-28b)

When deriving (7-28b), an integration by parts on \( \gamma \) is carried out at finite \( z \). The singularity encountered as \( z \to 0 \) is then similar to the one in upwash calculation at a two-dimensional vortex sheet and can be handled by the well-known Cauchy principal value. The integral in (7-28a) containing \( \gamma \) itself is, however, the more direct and directly useful form. In the process of arriving at it, we find ourselves confronted with the following steps:

\[
\frac{\partial^2}{\partial y_1^2} \int_S \frac{dx_0}{\sqrt{(x_0 - x_1)^2 + (y - y_1)^2 + z^2}}
\]

\[
= - \frac{\partial}{\partial z} \left( \frac{x_0}{(y - y_1)^2 + z^2} \left[ 1 + \frac{(x - x_1)}{\sqrt{(x - x_1)^2 + (y - y_1)^2 + z^2}} \right] \right)
\]

\[
= - \frac{\partial}{\partial z} \left( \frac{x_0}{(y - y_1)^2 + z^2} \right) \left[ 1 + \frac{(x - x_1)}{\sqrt{(x - x_1)^2 + (y - y_1)^2 + z^2}} \right]
\]

\[+ z^2 \text{(additional terms)}. \]

(7-29)

For \( z = 0 \) all terms here will vanish formally except the one arising from the \( z \)-derivative of the numerator which will give a nonintegrable singularity of the form \( 1/(y - y_1)^2 \). It is precisely with such limits, however, that Mangler's study of improper integrals (Mangler (1951)) is concerned. Indeed, if we examine Eqs. (33) and (34) of his paper, replacing his \( \xi \) with our \( \gamma \), we observe that our \( y_1 \)-integral should be evaluated in accordance with Mangler's principal-value technique and thereupon assumes a perfectly reasonable, finite value. The result implies, of course, that the self-induced normal velocity on a vortex sheet should not be infinite if it is calculated properly.

This recipe for computing the \( y_1 \)-integral may be summarized

\[
\int_a^b \frac{F(y_1)}{(y_1 - y_1)^2} dy_1 = \lim_{\epsilon \to 0} \left\{ \int_a^{y_1-\epsilon} \frac{F(y_1)}{(y_1 - y_1)^2} dy_1 + \int_{y_1+\epsilon}^b \frac{F(y_1)}{(y_1 - y_1)^2} dy_1 - \frac{2F(y_1)}{\epsilon} \right\}
\]

(7-30)

Equation (7-30) always yields a finite result. In fact, if an indefinite integral can be found for the integrand, the answer is obtained simply by inserting the limits \( y_1 = a \) and \( y_1 = b \), provided any logarithm of \( (y - y_1) \) that appears is interpreted as \( \ln |y - y_1| \). The validity of Mangler's principal value depends on the condition that the integrand, prior to letting \( z \to 0 \), be a solution of the two-dimensional Laplace equation. It is clear that this is true, in the present case, of the function that causes the singularity in the \( y_1 \)-integration of (7-29), since

\[
\left( \frac{\partial^2}{\partial y_1^2} + \frac{\partial^2}{\partial z^2} \right) \left[ \frac{x}{(y_1 - y_1)^2 + z^2} \right] = 0.
\]

(7-31)

It is of incidental interest that, if the velocity potential of the lifting flow is constructed by eliminating the operation \( \partial/\partial z \) in (7-26), we obtain

\[
\phi(x, y, z) = \int_{-\infty}^{\infty} u(x_0, y, z) dx_0 = \frac{1}{4\pi} \int_S \frac{\gamma(x_1, y_1)}{(y_1 - y_1)^2 + z^2} dS
\]

\[
\times \left[ 1 + \frac{(x - x_1)}{\sqrt{(x - x_1)^2 + (y - y_1)^2 + z^2}} \right] dx_1 dy_1.
\]

(7-32)

Equation (7-32) provides confirmation for (5-35).

The question of exact or approximate solution of (7-28) is deferred to later sections. We note here that, when the angle of attack \( \alpha \) and camber ordinates \( \delta(z, y) \) of the wing are given and the load distribution is required, (7-28) is a singular double integral equation for the unknown \( \gamma \). Thus the problem is much more difficult mathematically than the corresponding thickness problem embodied in (7-14)-(7-15). On the other hand, when the loading is given and the shape of the wing to support it desired, the potential and upwash distributions are available by fairly straightforward integrations from (7-31) and (7-28), respectively. Finally, the thickness
shape \( \mathbf{g}(x, y) \) to generate a desired symmetrical pressure distribution must be determined by solving the rather complicated integral equation which results from \( z \)-differentiation of (7-14).

We finish this section with some further discussion of the lift, drag, and nature of the wake. From (5-31), (7-19), and (7-22), we see that the difference in pressure coefficient across the wing is

\[
C_{p1} - C_{p2} = 2\gamma. \tag{7-33}
\]

Using the definition of \( C_{p} \)

\[
p_{1} - p_{2} = \rho_{e} U_{w}^{2} \gamma. \tag{7-34}
\]

Because the surface slopes are everywhere small, this is also essentially the load per unit plan area exerted on the wing in the positive \( z \)-direction. Since (7-34) is reminiscent of the Kutta formula (2-157), we note that \( \gamma \) can be interpreted as a circulation. As shown in Fig. 7-3, let the circulation around the positive \( y \)-direction be computed around a small rectangular box \( C \) of length \( dx \) in a chordwise cross section of the wing. Since the contributions of the vertical sides cancel, except for terms of higher order in \( dx \), we find that the circulation around \( C \) is

\[
U_{w}(1 + u_{w}) dx - U_{w}(1 + u_{v}) dx = U_{w}(u_{w} - u_{v}) dx = U_{w} \Gamma dx. \tag{7-35}
\]

Hence \( U_{w} \Gamma(x, y) \) is the spanwise component, per unit chordwise distance, of the circulation bound to the wing in the vicinity of point \((x, y)\).

The lift per unit span at station \( y \) on the wing is

\[
L(y) = \int_{\text{chord}} [p_{1} - p_{2}] dx = \rho_{e} U_{w}^{2} \int_{\text{chord}} \Gamma(x, y) dx = \rho_{e} U_{w} \Gamma(y). \tag{7-36}
\]

\( \Gamma \) being the total bound circulation. If the wing tips are placed at \( y = \pm b/2 \), the total lift becomes

\[
L = \int_{-b/2}^{b/2} L(y) dy = \rho_{e} U_{w} \int_{-b/2}^{b/2} \Gamma(y) dy. \tag{7-37}
\]

The total pitching moment, pitching moment per unit span about an arbitrary axis, rolling moment, or any other desired quantity related to the loading may be constructed by an appropriate integration of (7-34).

Unlike a two-dimensional airfoil, the finite lifting wing does experience a downstream force (drag due to lift or "induced drag," \( D_{f} \), sometimes also called "vortex drag," see Chapter 9) in a subsonic inviscid flow. An easy way to compute this resistance is by examining the wake at points remote behind the trailing edge. In fact, if we observe the wing moving at speed \( U_{w} \) through the fluid at rest, we note that an amount of mechanical work \( D_{f}U_{w} \) is done on the fluid per unit time. Since the fluid is non-dissipative and can store energy in kinetic form only, this work must ultimately show up as the value of \( T \) (cf. 2-11) contained in a length \( U_{w} \) of the distant wake. The nature of this wake we determine by finding its disturbance velocity potential. Over the wing region \( S \), the \( \phi \)-discontinuity is calculated, as in (7-26), to be

\[
\Delta \phi(x, y) = \phi(x, y, 0+) - \phi(x, y, 0-) = \int_{-\infty}^{\infty} [u_{w}(x_{0}, y, 0+) - u_{w}(x_{0}, y, 0-)] dx_{0} = \int_{x_{LE}}^{x_{TR}} \Gamma(x, y) dx. \tag{7-38}
\]

The last line here follows from the definition of \( \Gamma \), (7-22), the lower limit \(-\infty\) being replaced by the coordinate \( x_{LE} \) of the local leading edge since there is no \( u \)-discontinuity ahead of this point. Beyond the trailing edge on the \( x, y \)-plane, \( [u_{w} - u_{1}] = 0 \) in view of the condition of continuity of pressure. Hence

\[
\Delta \phi_{\text{wake}}(y) = \int_{\text{chord}} \Gamma(x, y) dx = \frac{\Gamma(y)}{U_{w}}. \tag{7-39}
\]

Since \( \Delta \phi_{\text{wake}} \) is independent of \( x \), the wake must consist of a sheet of trailing vortices parallel to \( x \) and having a circulation per unit spanwise distance

\[
U_{w} \phi(y) = U_{w} \frac{\partial}{\partial y} (\Delta \phi_{\text{wake}}) = \frac{d\Gamma}{dy}. \tag{7-40}
\]

The complete vortex sheet simulating the lifting surface, as seen from above, is sketched in Fig. 7-4. It is not difficult to show that the Kutta-Joukowski condition of smooth flowoff is equivalent to the requirement that the vortex lines turn smoothly into the stream direction as they pass across the trailing edge. At points far downstream the motion produced by the trailing vortices becomes two-dimensional in \( x, z \)-planes (the so-called "Trefftz plane"). Although the wake is assumed to remain flat in accordance with the small-perturbation hypothesis, some rolling up and downward displacement in fact occurs [Spreiter and Sacks (1951)]. This rolling up can be shown to have influences on the loading that are only of
third order in $\theta$ and $\alpha$. For the plane wake, we use (2-11) and the equality of work and kinetic-energy increment to obtain

$$D_i = -\frac{\rho_a U_w^2}{2} \oint_S \varphi \frac{d\varphi}{dn} dS, \quad (7-41)$$

where $S_{wake}$ comprises the upper and lower surfaces of unit length of the wake, as seen by an observer at rest in the fluid. Clearly, $dS = dy$, while

$$\frac{d\varphi}{dn} = \pm \varphi_z = \mp \frac{1}{2\pi U_w} \int_{-b/2}^{b/2} \frac{d\Gamma}{dy_1} \left( y - y_1 \right) \quad (7-42)$$

from the properties of infinite vortex lines. Using (7-42) and (7-39) in (7-41),

$$D_i = -\frac{\rho_a U_w^2}{2} \int_{-b/2}^{b/2} \Delta \varphi_{wake}(y) \varphi_z(y) dy$$

where

$$\varphi_z = \frac{1}{4\pi} \int_{-b/2}^{b/2} \Gamma(y) \frac{d\Gamma}{dy_1} \frac{dy_1}{(y - y_1)} \quad (7-43)$$

A more symmetrical form of (7-43) can be constructed by partial integration with respect to $y$. In the process, we make use of the Cauchy principal value operation at $y = y_1$ and note the fact that $\Gamma(\pm b/2) = 0$ in view of the continuous dropping of load to zero at the wing tips.

$$D_i = -\frac{\rho_a U_w^2}{4\pi} \int_{-b/2}^{b/2} \int_{-b/2}^{b/2} \frac{d\Gamma}{dy_1} \ln |y - y_1| dy_1 dy \quad (7-44)$$

It is interesting that (7-37) and (7-44) imply the well-known result that minimum induced drag for a given lift is achieved, independently of the

details of camber and planform shape, by elliptic spanwise load distribution

$$\Gamma = \Gamma(0) \sqrt{1 - y^2/(b/2)^2}. \quad (7-45a)$$

Thus, if we represent the circulation as a Fourier sine series

$$\Gamma = U_w b \sum_{n=1} A_n \sin n\theta, \quad (7-45b)$$

where

$$\frac{b}{2} \cos \theta = y, \quad (7-45c)$$

we find from (7-37)

$$L = \frac{\pi}{4} \rho_a U_w b^3 A_1. \quad (7-46)$$

However, (7-43) or (7-44) yields

$$D_i = \frac{\rho_a U_w b^3}{8} \sum_{n=1} \pi A_n^2. \quad (7-47)$$

Accordingly, the higher harmonics of the Fourier series add drag without increasing total lift. Hence an optimum is reached when only the $A_1$-term, corresponding to (7-45a), is present. One can then prove, for instance, that

$$C_D = \frac{C_L^2}{\pi A}, \quad (7-48)$$

where $A = b^2/S$.

7-4 Lifting-Line Theory

The first rational attempt at predicting loads on subsonic, three-dimensional wings was a method due to Prandtl and his collaborators, which was especially adapted in an approximate way to the large aspect-ratio, unswept planforms prevalent during the early twentieth century. Although our approach is not the classical one, we wish to demonstrate here how the lifting-line approximation follows naturally from an application of the method of matched asymptotic expansions. Let us consider a wing of the sort pictured in Fig. 7-4, and introduce a second small parameter $\varepsilon_A$, which is inversely proportional to the aspect ratio. Then if we write the local chord as

$$c(y) = \varepsilon_A \tilde{c}(y) \quad (7-49)$$

and examine the matched inner and outer solutions associated with the process $\varepsilon_A \rightarrow 0$ at fixed span $b$, we shall be generating a consistent high aspect-ratio theory. As far as the thickness ratio, angle of attack, and camber are concerned, we assert that they are small at the outset and
remain unchanged as $\epsilon_A \to 0$. Our starting point is therefore the problem embodied in (5-29)-(5-30), with $M = 0$; we study the consequences of superimposing a second limit on the situation which they describe.

Placing the wing as close as possible to the $y$-axis in the $x, y$-plane, we define new independent variables

$$
X = \frac{x}{\epsilon_A}, \quad Z = \frac{z}{\epsilon_A}
$$

(7-50)

to be held constant when performing the inner limit. The inner and outer series read

$$
\begin{align*}
\phi^i &= \phi_0(x, y, z) + \epsilon_A \phi_1(x, y, z) + \cdots, \\
\phi^o &= \phi_0(x, y, z) + \epsilon_A \phi_1(x, y, z) + \cdots
\end{align*}
$$

(7-51a, 7-51b)

The significance of “zeroth-order” is, of course, different here from (5-22) and (5-25). When $\epsilon_A$ vanishes, the entire bound vortex system of the wing (as seen by an “outer observer”) contracts to a concentrated line between the wing tips $y = \pm b/2$ along the $y$-axis. There still remains a streamwise wake of circulation $d\Gamma/dy$ per unit width. According to (7-32) or (5-33), the velocity potential for this situation is

$$
\phi^o = \frac{1}{4\pi U_o} \int_{-b/2}^{b/2} \frac{\Gamma(y_1)Z}{(y - y_1)^2 + Z^2} \left[1 + \frac{x}{\sqrt{x^2 + (y - y_1)^2 + Z^2}}\right] dy_1.
$$

(7-52)

That this is indeed a first-order result will be confirmed by a later matching process.

To find the zeroth-order inner solution, we insert (7-51a) into (5-29) and let $\epsilon_A \to 0$, whereupon

$$
\frac{\partial^2 \phi_0^i}{\partial Z^2} + \frac{\partial^2 \phi_0^i}{\partial Z^2} = 0.
$$

(7-53)

Since the error in $\phi_2^i$ is $O(\epsilon_A^2)$, it is also true that

$$
\frac{\partial^2 \phi_1^i}{\partial x^2} + \frac{\partial^2 \phi_1^i}{\partial x^2} = 0.
$$

(7-54)

Equation (5-30) is a suitable statement of the inner boundary conditions and can be written

$$
\begin{align*}
\frac{\partial \phi_0^i}{\partial x} &= \epsilon_A \Phi_u(x, y) \quad \text{at } x = 0+ \\
\frac{\partial \phi_0^i}{\partial x} &= \epsilon_A \Phi_l(x, y) \quad \text{at } x = 0-
\end{align*}
$$

(7-55a, 7-55b)

Here $S$ is a planform projection whose chordwise dimensions remain finite as $\epsilon_A \to 0$. Inserting (7-51a) into (7-55), and equating corresponding orders in $\epsilon_A$, we find

$$
\frac{\partial \phi_0^i}{\partial x} = 0,
$$

whence

$$
\phi_0^i = 0.
$$

Also

$$
\begin{align*}
\frac{\partial \phi_1^i}{\partial x} &= \Phi_u(x, y) \quad \text{at } x = 0+ \\
\frac{\partial \phi_1^i}{\partial x} &= \Phi_l(x, y) \quad \text{at } x = 0-
\end{align*}
$$

(7-56a, 7-56b)

A possible solution to (7-54) and (7-56) is the two-dimensional potential for a thin airfoil, which can be expressed as

$$
\phi_1^i = \frac{1}{2\pi \alpha_{chord}} \gamma(Y(x_1, y) \tan^{-1} \left(\frac{y - Y(x_1)}{x_1} \right) \, dx_1;
$$

(7-57)

$\gamma$ can be determined by the solution process elaborated in Section 5-1; the correctness of (7-57) must be established a posteriori. Proceeding to higher order in $\phi_1^i$ we find, in consequence of the vanishing of $\phi_2^i$,

$$
\frac{\partial^2 \phi_1^i}{\partial x^2} + \frac{\partial^2 \phi_1^i}{\partial x^2} = 0
$$

(7-58)

with

$$
\frac{\partial \phi_1^i}{\partial x}(x, y, 0) = 0, \quad \text{on } S.
$$

(7-59)

With the matching process in view, we note that a possible solution of (7-58)-(7-59), with the necessary antisymmetry in $x$, is

$$
\phi_1^i = \frac{1}{2\pi} \int_{-\alpha_{chord}}^{\alpha_{chord}} \Delta \gamma(x_1, y) \tan^{-1} \left(\frac{y - Y(x_1)}{x_1} \right) \, dx_1 + 2g(y),
$$

(7-60)

where $\Delta \gamma$ is to be found in terms of $g(y)$ by means of the boundary condition (7-59).

We now examine the matching. At the inner limit of the outer region $(x^2 + y^2) \to 0$, while at the outer limit of the inner region $(x^2 + y^2) \to \infty$. If correct, it must be possible to match the solutions along any ray $x/z = \gamma/z \to 0$. We choose for convenience the ray $x/z = \gamma/z = 0$ and assert that it can be proved that a similar matching along any other direction will yield the same results. We match the dimensionless velocity
component \( w \) is in the \( y, \zeta \)-plane. With \( x = 0 \), after an integration by parts, (7-62) yields

\[
w(0, y, \zeta) = \varepsilon_A \frac{\partial \phi}{\partial \zeta} = -\frac{\varepsilon_A}{4\pi U_e} \int_{-b/2}^{b/2} \frac{1}{(y - y_1)^2 + z^2} \, dy_1. \quad (7-61)
\]

From the inner solution

\[
w(0, y, \zeta) = \frac{1}{\varepsilon_A} \frac{\partial \phi}{\partial \zeta} = \frac{1}{2\pi} \oint_{C_{\text{chord}}} \frac{\Delta \gamma(x_1, y)}{x_1^2 + y^2} \, dx_1 + \varepsilon_A \left[ \frac{1}{2\pi} \int_{C_{\text{chord}}} \frac{\Delta \gamma(x_1, y)}{x_1^2 + y^2} \, dx_1 + f(y) \right]. \quad (7-62)
\]

Comparing (7-61) and (7-62), we observe that both chordwise integrals in the latter vanish as \( \zeta \to \infty \), whereupon the matching process yields

\[
f(y) = -\frac{1}{4\pi U_e} \oint_{C_{\text{chord}}} \frac{\Delta \gamma(x_1, y)}{y - y_1} \, dy_1. \quad (7-63)
\]

Finally,

\[
\phi = \frac{1}{2\pi} \int_{C_{\text{chord}}} \Delta \gamma(x_1, y) \tan^{-1} \left( \frac{z - x_1}{y} \right) \, dx_1 - \frac{\varepsilon_A}{4\pi U_e} \oint_{C_{\text{chord}}} \frac{\Delta \gamma(x_1, y)}{y - y_1} \, dy_1 \quad (7-64)
\]

and from (7-59),

\[
\frac{U_e}{2\pi} \int_{C_{\text{chord}}} \Delta \gamma(x_1, y) \, dx_1 = -\frac{1}{4\pi} \oint_{C_{\text{chord}}} \frac{\Delta \gamma(x_1, y)}{y - y_1} \, dy_1 = U_e \alpha(y). \quad (7-65)
\]

Of course, \( \Gamma \) is the total bound circulation

\[
\Gamma(y) = U_e \int_{C_{\text{chord}}} \gamma(x, y) \, dx. \quad (7-66)
\]

The foregoing results may be interpreted physically as follows: to first order in \( \varepsilon_A \), the influence of finite span on the flow over a wing is to reduce the local incidence at any station \( y \) by an "induced angle of attack"$

\[
\alpha_i(y) = -\frac{1}{4\pi U_e} \oint_{C_{\text{chord}}} \frac{\Delta \gamma(x, y)}{y - y_1} \, dy_1. \quad (7-67)
\]

For fixed \( y \), the chordwise load distribution, etc., may be calculated on a two-dimensional basis if the geometrical incidence \( [\alpha - \theta \delta \tilde{h}/\delta x] \) is adjusted by the amount \( \alpha_i \). Since \( \alpha_i \) is independent of \( x \), this is equivalent to reducing only the flat-plate portion of the loading (cf. 5-83).
If one requires only the spanwise lift distribution \( l = \rho U_a \Gamma \), a suitable equation can be derived by equating \( \rho U_a \Gamma \) to a second expression for lift,

\[
l(y) = 2\pi \frac{\rho \alpha}{2} U_a^2 c \alpha_{\text{yz}} + \alpha_{\text{y}}.
\]

(7-68)

where \( \alpha_{\text{yz}}(y) \) is the geometrical angle of attack at station \( y \), measured from the zero-lift attitude. The prediction that the lift-curve slope of any two-dimensional airfoil is \( 2\pi \) has here been assumed, although in Prandtl's original development of (7-68) he replaced \( 2\pi \) by an experimentally determined value.

If we insert (7-67) into (7-68), we are led to the following integro-differential equation for \( \Gamma \),

\[
\Gamma = \pi U_a c \left[ \alpha_{\text{yz}} - \frac{1}{4\pi U_a} \int_{-b/2}^{b/2} \frac{dT}{dy_1} (y - y_1) \right].
\]

(7-69)

The substitutions (7-45b,c) result in the algebraic relation

\[
\sum_{n=1}^{N} \left[ 1 + \frac{n\pi c}{2b \sin \theta} \right] A_n \sin n\theta = \pi \frac{c(\theta)}{b} \alpha_{\text{yz}}(\theta).
\]

(7-70)

This is usually solved by collocation at a number of spanwise stations equal to the number of constants \( A_n \) needed for satisfactory convergence.

Van Dyke (1963) has published a very thorough investigation of lifting-line theory as a singular perturbation problem. He has succeeded in replacing (7-69) by an explicit integral representation of the circulation and examined the influence of wing-tip shape on the validity of the results. It is also worth mentioning that a “lifting-line” procedure for swept wings can be derived by a somewhat more involved application of the foregoing procedure.

Perhaps the finest fundamental investigation of the validity of the lifting-line idealization remains that conducted by the Göttingen group [Prandtl, Wieselsberger, and Betz (1921), Section IV]. Their results, a few of which are summarized in Fig. 7-5, involve using formulas based on assumed elliptic loading to adjust measured lift and induced drag to corresponding values on a reference wing with \( A = 5 \). By this means, the influences on the correlation due to profile drag and to deviations from \( 2\pi \) in the sectional lift-curve slopes are minimized. The figure reproduces curves of \( C_L \), vs. \( \alpha \) and \( C_D \) vs. \( C_L \) as measured on a series of rectangular lifting surfaces, having aspect ratios between 1 and 7. In parts (b) and (c), the values adjusted to the effective \( A = 5 \) are seen to fall together within the experimental accuracy.
Moreover, when we are integrating spanwise through the singularity at 
\( y = y_1 \),
\[
\frac{\sqrt{(x - x_1)^2 + (y - y_1)^2}}{(x - x_1)(y - y_1)} \approx \frac{|x - x_1|}{(x - x_1)(y - y_1)}
\] (7-74)

is antisymmetric near \( y = y_1 \), so that this contribution to the Cauchy integral tends to be self-canceling. Neglecting the error term from (7-73), we obtain
\[
\int_{y_1}^{y_2} \frac{\partial x}{\partial y_1} \sqrt{(x - x_1)^2 + (y - y_1)^2} \, dx_1 \, dy_1 \approx \frac{1}{\text{chord}} \left[ \int_{\text{local span}} \frac{|y - y_1|}{\partial y_1} \, dy_1 \right] \, dx_1
\]
\[
= \int_{\text{chord}} \left[ \int_y^{y_2} \frac{\partial y}{\partial y_1} \, dy_1 - \int_y^{y_1} \frac{\partial y}{\partial y_1} \, dy_1 \right] \frac{dx_1}{(x - x_1)}
\]
\[
= 2 \int_{\text{chord}} Y(x_1, y) \, dx_1.
\] (7-75)

The integral across the chord in the last member is evidently to be taken at station \( y \), since \( \gamma(x_1, y) = 0 \) ahead of the leading and behind the trailing edges. If (7-75) is inserted into (7-72), we recover lifting-line theory. In fact, it is not difficult to prove that a further multiplication* by \( \sqrt{x/(c - x)} \) and integration with respect to \( x \) yields precisely (7-69).

Next, let us investigate the improved approximation of assigning \( |x - x_1| \) a rough average value \( \bar{c}(y) \). That is, we write
\[
\frac{\sqrt{(x - x_1)^2 + (y - y_1)^2}}{(x - x_1)(y - y_1)} \approx \frac{\sqrt{[\bar{c}(y)]^2 + (y - y_1)^2}}{(x - x_1)(y - y_1)}
\] (7-76)

We substitute (7-76) into (7-72), make a temporary local chordwise shift so that the leading and trailing edges are \( x = 0 \) and \( c(y) \) at station \( y \), multiply by \( \sqrt{x/(c - x)} \) and integrate chordwise with respect to \( x \). Thus we obtain
\[
\pi \sigma_{2L}(y) = \frac{1}{4U_a} \int_{-\beta/2}^{\beta/2} \frac{d\Gamma}{dy_1} \frac{dy_1}{(y - y_1)}
\]
\[
+ \frac{1}{2U_a \bar{c}(y)} \int_{-\beta/2}^{\beta/2} \frac{d\Gamma}{dy_1} \frac{\sqrt{[\bar{c}(y)]^2 + (y - y_1)^2}}{(y - y_1)} \, dy_1.
\] (7-77)

* This assumes the leading and trailing edges have been shifted to \( x = 0 \) and \( c(y) \).

In (7-77), we have identified the two-dimensional angle from zero lift \( \sigma_{2L} \) according to the relation
\[
\frac{\pi}{2} \sigma_{2L} = -\int_0^\infty \xi(x, y, 0) \sqrt{x - z} \, dx,
\] (7-78)
which is easily obtained from (5-84) by noting that
\[
\Gamma = \pi U_a \sigma_{2L}.
\]

Equation (7-77) is essentially the integro-differential equation of Weissinger's "L-Method" [Weissinger (1947)]. That author originally developed it by placing the loaded line of circulation \( \Gamma(y) \) along the quarter-chord line (assumed unswept) and requiring the bound plus trailing vortex system to induce a flow parallel to the zero-lift line at the three-quarter chord point of each station \( y \). His assumptions were justified by the well-known fact that putting the bound vortex at \( c/4 \) and satisfying the boundary condition at \( 3c/4 \) yields the correct circulation for a flat plate or parabolic camber line in two-dimensional flow. For purposes of numerical solution, the singularity is eliminated from the second integral of (7-77) by adding and subtracting \( c(y)/2 \) in the numerator, whence
\[
\pi \sigma_{2L}(y) = \frac{1}{2U_a} \int_{-\beta/2}^{\beta/2} \frac{d\Gamma}{dy_1} \frac{dy_1}{(y - y_1)}
\]
\[
+ \frac{1}{2U_a \bar{c}(y)} \int_{-\beta/2}^{\beta/2} \left( \frac{2}{q} \right) \left( \frac{1}{c(y)} \frac{dy_1}{dy_1} \right) dy_1,
\] (7-79a)
where
\[
L(q) = \sqrt{\frac{1 + q^2 - 1}{q}}.
\] (7-79b)

For swept wings, Weissinger (1947) proposed following an exactly similar procedure, except that he employed loaded lines, inclined at angles \( \pm \alpha \) to the \( y \)-direction, to represent the right and left halves of the V-shaped planform. In this case, the function \( L \) of (7-79) is replaced by a much more complicated function of \( y, y_1, \) sweep angle, and local aspect ratio. The Weissinger techniques have been very successful for predicting spanwise load distribution on straight, swept-back, and swept-forward wings of moderate to large aspect ratio. Numerical solution of the integral equation is usually carried out by collocation, using the same Fourier-series substitution discussed in Section 7-4 but evaluating the nonsingular integral by quadrature. Most common in practice is an ingenious variant of the Fourier series [Multhopp (1938)], wherein the unknown coefficients become precisely the values of \( \Gamma \) at a preassigned set of stations across the wingspan. Many tables have been published to facilitate these calculations.
Reissner (1949) has suggested generalizing the technique which led to (7-77) as follows: He operates on (7-72) by applying various functions of \(x\) as weighting factors and integrating with respect to \(x\) across the chord. Simultaneously, in the nonsingular part of the kernel function, he approximates \(\gamma(x_1, y_1)\) with a series of terms which contain suitable functions of \(x\) multiplied by the running lift \(l(y)\), the pitching moment per unit span, and possible higher moments of the chordwise load distribution. The weighting factors for (7-72) are so chosen that the singular terms directly yield quantities proportional to \(l(y)\), pitching moment, etc. Thus are obtained a set of simultaneous integrodifferential equations in the single independent variable \(y\), the number being equal to the number of chordwise loading moments desired. Numerical solution can proceed by a generalization of the Fourier-series method for \(\Gamma\), and all quadratures that must be done involve only nonsingular integrands.

![Fig. 7-6. Low-aspect-ratio wing in incompressible flow.](image)

Quite a different adaptation of the lifting-line idea, but one worthy of mention here, is to focus primarily on the chordwise load distribution of an almost-plane wing with very low aspect ratio. For instance, let us consider a planform of the type illustrated in Fig. 7-6, with its trailing edge cut off normal to the flight direction.

Equation (7-72) may be written

\[
-w(x, y, 0) = -\frac{1}{4\pi} \int_0^\infty \int_{-\infty}^{\infty} \frac{\partial \gamma}{\partial y} \left[ \frac{1}{y - y_1} + \frac{\sqrt{(x - x_1)^2 + (y - y_1)^2}}{(x - x_1)(y - y_1)} \right] dx_1 dy_1. \tag{7-80}
\]

For reasons analogous to those which produced (7-75), we adopt the approximation

\[
\sqrt{(x - x_1)^2 + (y - y_1)^2} \approx |x - x_1|. \tag{7-81}
\]

Noting that

\[
\left[ 1 + \frac{|x - x_1|}{(x - x_1)} \right] = 2, \quad x > x_1,
\]

\[
= 0, \quad x < x_1, \tag{7-82}
\]

we manipulate the integral as follows:

\[
w(x, y, 0) = -\frac{2}{4\pi} \int_0^\infty \int_{-\infty}^{\infty} \frac{\partial \gamma}{\partial y} \left[ \frac{1}{y - y_1} \right] dx_1 dy_1 = -\frac{1}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} \frac{1}{(y - y_1)} \frac{\partial \gamma}{\partial y_1} dx_1 dy_1
\]

\[
= -\frac{1}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} \frac{\partial \gamma}{\partial y_1} dx_1 dy_1 = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\partial \gamma}{\partial y_1} dx_1 dy_1. \tag{7-83}
\]

Here \(x_{LE}(y)\) is the leading-edge coordinate defined in the figure, and we have interchanged differentiation and integration by allowing the integration area to extend a short distance ahead of the leading edge. No velocity-potential discontinuity is permissible ahead of this edge, so

\[
\int_{x_{LE}(y)}^\infty \gamma(x_1, y_1) dx_1 = \int_{x_{LE}(y)}^\infty \left[ u_\infty - u_i \right] dx_1 = \Delta \varphi(x, y_1). \tag{7-84}
\]

Clearly (7-83) is an integral equation for two-dimensional, axisymmetrical flow in planes normal to the flight direction. Thus, for wings in subsonic flight, the results of Sections 6-4 and 6-5 have been arrived at from another direction. It is of interest that (7-83) can be inverted to yield the velocity potential of the slender wing in terms of the known distribution of surface slope

\[
\frac{\partial \Delta \varphi(x, y)}{\partial y} = \frac{2}{\pi \sqrt{x^2(x) - y^2}} w(x, y_1, 0) \sqrt{x^2(x) - y^2} dy_1. \tag{7-85}
\]

A condition of zero net circulation has been employed to make this solution unique. One important special case is that of no "spanwise camber," when \(w\) is independent of \(y\). We are then led to

\[
\frac{\partial \Delta \varphi(x, y)}{\partial y} = \frac{2y}{\sqrt{x^2(x) - y^2}} w(x, 0), \tag{7-86}
\]

\[
\Delta \varphi(x, y) = -2\sqrt{x^2(x) - y^2} w(x, 0). \tag{7-87}
\]

At the trailing edge,

\[
\Delta \varphi(l, y) = \frac{\Gamma(y)}{U_\infty} = -2\sqrt{l^2(l) - y^2} w(l, 0), \tag{7-88}
\]
which will be recognized as a case of elliptic load distribution. Among other interesting results, we can replace \( w(0, 0) \) by \(-\alpha\) in (7-88) and calculate that the lift-curve slope for any such wing is \((\pi/2)\alpha\), as was also derived in Section 6-7.

A "chordwise lifting-line theory" of the foregoing type but which applies higher up on the aspect-ratio scale has been put forth by Lawrence (1951). His scheme consists of integrating the exact equation (7-28b) spanwise, after applying the weighting factor \( \sqrt{s^2(x) - y^2} \). He then makes the approximation

\[
\sqrt{(x - x_1)^2 + (y - y_1)^2} \approx \frac{1}{2} \left| x - x_1 \right| + \sqrt{(x - x_1)^2 + s^2(x)}
\]

and thus arrives at a relatively tractable single integral equation in \( z \).

7-6 Theories of Lifting-Surface Type

Numerous attempts have been published at devising an approximate solution for (7-28) which provides information on both spanwise and chordwise load distributions. These have involved multiple lifting lines, higher moments of the chordwise loading [e.g., Reissner (1949)], and various discrete-vortex schemes. Perhaps the best known and most widely used of the earlier techniques was that due to Falkner (1948), wherein a pattern of concentrated horseshoe vortices is sprinkled over the planform and their strengths are computed by applying the tangential-flow condition at a number of (carefully selected) stations equal to the number of undetermined circulation values.

In the era of the high-speed digital computer, there is an element of irrationality in clinging to any questionably consistent approximation that embodies the amount of numerical labor inherent in all of the traditional lifting-surface theories. One would prefer to make a direct attack on (7-28a) itself, employing a method of solution which converges uniformly to an exact result as greater refinement (i.e., larger numbers of unknowns) is introduced. Such are the approaches of Multhopp (1950) and Watkins et al. (1955, 1959, and others). We outline here the latter. The two have strong similarities, but Watkins' work has been programmed for widely available American computers and includes extensions for both compressible and unsteady flow (small simple harmonic wing oscillations, to be exact). Indeed, all the principal mathematical difficulties of these more general cases are present in the steady, incompressible reduction because the singularities in \((x - x_1)\) and \((y - y_1)\) remain unchanged. Hence our brief discussion is easily broadened to cover time-dependent, subsonic flow by introducing a more complicated "kernel function," or coefficient of the unknown \( \gamma(x_1, y_1) \) in the integral equation.

Let (7-28a) first be written

\[
w(x, y, 0) = \frac{1}{4\pi} \int_{-b/2}^{b/2} \int_{y_0}^{y_1} \gamma(x_1, y_1) K \, dx_1 \, dy_1,
\]

where

\[
K(x - x_1, y - y_1) = \frac{1}{(y - y_1)^2} \left[ 1 + \frac{x - x_1}{\sqrt{(x - x_1)^2 + (y - y_1)^2}} \right].
\]

We now define the dimensionless spanwise and chordwise variables, \( \eta \) and \( \theta \), according to

\[
(y, y_1) = \frac{b}{2}(\eta, \delta_1)
\]

\[
x = \frac{1}{2}[xLE(y) + xLE(y_1)] - \frac{1}{2}[xTE(y) - xLE(y)] \cos \theta
\]

\[
x_1 = \frac{1}{2}[xTE(y_1) + xLE(y_1)] - \frac{1}{2}[xTE(y) - xLE(y)] \cos \delta_1.
\]

Equations (7-92) have the effect of putting the wing tips at \( \eta = \pm 1 \), whereas the leading and trailing edges are plotted, respectively, along the lines \( \theta = 0 \) and \( \pi \). The area element transforms thus:

\[
dx_1 \, dy_1 = \frac{b}{4} c(\eta_1) \sin \delta_1 \, d\delta_1 \, d\eta_1.
\]

Substituting into (7-90)-(7-91) and extracting the singularity from the kernel function, we are led to the integral equation

\[
w(\theta, \eta, 0) = \frac{1}{4\pi} \int_{-1}^{1} \int_{0}^{\pi} \gamma(\theta_1, \eta_1) \frac{K}{(\eta - \eta_1)^2} \, c(\eta_1) \sin \delta_1 \, d\theta_1 \, d\eta_1,
\]

where

\[
K = 1 + \frac{(2/b)(x - x_1)}{\sqrt{(2/b)(x - x_1)^2 + (\eta - \eta_1)^2}}.
\]

For brevity, \( K \) is expressed here directly in terms of the dimensionless chordwise distance \((2/b)(x - x_1)\); the latter is, of course, known when \( \theta, \theta_1 \), and the wing geometry have been specified.

Determination of load distribution can be reduced to a problem of numerical integrations and matrix inversion by choosing an appropriate series representation for the unknown. The form suggested in Watkins
et al. (1959) is
\[
\gamma(\theta_1, \eta_1) = \frac{4\pi^2}{c(\eta_1)} \left[ \sqrt{1 - \eta_1^2} \cot \frac{\theta_1}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_{nm} \eta_1^n \eta_1^m + \sqrt{1 - \eta_1^2} \sum_{n=1}^{\infty} \frac{a_{nm}}{2^{2n}} \eta_1^n \sin n\theta_1 \right].
\] (7-96)

Equation (7-96) embodies the well-known series for chordwise loading, adopted from subsonic thin-airfoil theory, and a spanwise-load series closely related to (7-45b) for the lifting line. Thus the term \(\sqrt{1 - \eta_1^2}\) contains the aforementioned elliptic distribution and shows the proper infinite slope at each wing tip. Here \(\cot \frac{\theta_1}{2}\) is the two-dimensional, flat-plate distribution and has the necessary leading-edge singularity [cf. (5-83)]. All \(a\)-terms satisfy the Kutta-Joukowsky condition.

For purposes of abbreviation, let us write
\[
L_n(\theta_1) = \begin{cases} 
\cot \frac{\theta_1}{2}, & n = 0 \\
\frac{4}{2^n} \sin n\theta_1, & n \geq 1.
\end{cases}
\] (7-97)

Then the substitution of (7-96)-(7-97) into (7-94) leads to the following integration problem:
\[
w(\theta, \eta, 0) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_{nm} \int_{\eta_1=-1}^{\eta_1=1} \frac{\eta_1^n \sqrt{1 - \eta_1^2}}{(\eta - \eta_1)^2} \left\{ \int_0^{\infty} l_0 K \sin \theta_1 d\theta_1 \right\} d\eta_1.
\] (7-98)

After the integrals here have been numerically evaluated for a number of \((\theta, \eta)\) combinations equal to the desired number of \(a_{nm}\) coefficients, the solution becomes a matter of algebra. Lift, pitching moment, induced drag, etc. are easily evaluated by appropriate operations on (7-96).

Watkins et al. (1959) go into considerable, necessary detail on the matter of programming the two numerical integrations called for in (7-98), but it does not seem worthwhile to provide a full account here. It should be noted that, for a given choice of \(n\), the inner \(\theta_1\)-integration contains no singularity. Care must be taken, however, because of the fact that when \(\eta = \eta_1\), the value of \(K\) jumps from 0 to 2 as \(x_1\) passes from greater to less than \(x\). The outer \(\eta_1\)-integration is carried out according to Mangler's formula (7-30). In view of the rapid variations in the vicinity of \(\eta = \eta_1\), Watkins et al. found it necessary to break the spanwise range into four distinct regions, the greatest concern being with a small region centered on \(\eta = \eta_1\). Special steps must be taken for swept wings with pointed vertices and also for the vicinity of the integrable infinity of \(l_0(\theta_1)\) at the leading edge \(\theta_1 = 0\).

Sample computations by the foregoing procedure, for steady and unsteady flow, will be found in Watkins et al. (1959) and elsewhere [e.g., Hsu (1958), Cunningham and Woolston (1958)]. An ingenious refinement of the technique of solution, by which one is able to avoid completely the singularities of the kernel function at the price of working with a fixed set of stations over the planform, has been published by Hsu (1958).

As an example, we show in Fig. 7-7 an application of the kernel-function procedure to the incompressible flow around an uncambered delta wing of aspect ratio \(A = 2.5\) at steady angle of attack. In the calculations, 9 loading modes were used (3 chordwise and 3 spanwise), and the upwash was satisfied approximately in the least-square sense at 16 control points.

Fig. 7-7. Calculated and experimental lifting pressure distribution over a delta wing of \(A = 2.5\). (Numerical lifting-surface theory, courtesy of Dr. Sheila Widnall.)
The agreement with the experimental lifting pressure distribution obtained by Berndt and Orlik-Rückemann (1949) is satisfactory but not as good as that for the total lift (cf. Fig. 6-10). This is mainly due to the fact that the thin-wing solution is basically an outer solution valid away from the neighborhood of the wing surface. Therefore, as application of the momentum theorem makes clear, the theory will give correct values of total lift and moment to first order in angle of attack whereas the lifting pressure distribution will contain first-order terms due to thickness which will be particularly important near the rounded leading edge.

### 8

#### Three-Dimensional Thin Wings in Steady Supersonic Flow

**8-1 Introduction**

In this chapter we shall review some developments in the theory for supersonic flow around three-dimensional wings. The linearized theory for thin wings as formulated in Chapter 5 will be used throughout. Thus, the differential equation governing the perturbation velocity potential is given by (5-29), which for the present purpose will be written as follows:

\[-B^2 \phi_{xx} + \phi_{xy} + \phi_{yx} = 0,\]  

(8-1)

where \(B = \sqrt{M^2 - 1}\). Associated with (8-1) is the boundary condition

\[
\phi_x = \begin{cases} 
\frac{\partial \phi}{\partial x} & \text{on } z = 0^+, \\
\frac{\partial \phi}{\partial x} & \text{on } z = 0^- 
\end{cases}
\]

for \(x, y\) on \(S\),

(5-30)

which results from the condition that the flow must be tangent to the wing surface. In addition one needs to prescribe that perturbations vanish ahead of the most upstream point of the wing. The Kutta condition need not be specified in supersonic flow unless the wing has a trailing edge with a high sweep so that the velocity component normal to the edge is subsonic. Such an edge will be said to be subsonic. A wing may have both supersonic and subsonic leading and trailing edges. A wing with only supersonic leading and trailing edges is commonly referred to as having a "simple planform." An example of such a wing is given in Fig. 8-1.

![Fig. 8-1. Wing with simple planform.](image)
8-2 Nonlifting Wings

For a nonlifting wing \( z_1 = -z_a \) in (5-30); hence

\[ w(x, y, 0+) = -w(x, y, 0-) = w_0(x, y), \]

say, and the perturbation potential \( \psi \) is thus symmetric in \( z \). A convenient way to build up a symmetric potential is by covering the \( x,y \)-plane with a source distribution as was done in Chapter 7 for the incompressible-flow case. The solution for a source of strength \( f(x_1, y_1) \, dx_1 \, dy_1 \) at the point \( x_1, y_1, 0 \) is (Eq. 5-38)

\[ \Phi = -\frac{1}{2\pi} \int \int f(x_1, y_1) \, dx_1 \, dy_1 \sqrt{(x - x_1)^2 - B^2(y - y_1)^2 + z^2}, \] (8-3)

Hence by integrating, we obtain

\[ \psi(x, y, z) = -\frac{1}{2\pi} \int \int \frac{f(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2 + z^2}}, \] (8-4)

where the region of integration \( \Sigma \) is the portion of the \( x,y \)-plane intercepted by the upstream Mach cone from the field point \( x, y, z \). This is illustrated in Fig. 8-2. Referring to Fig. 8-3 we see that the total volumetric outflow per unit area from the sources is \( 2U_\infty w_0(x, y) \), each side contributing half of this value. Hence the nondimensional source strength is

\[ f(x, y) = 2w_0(x, y). \] (8-5)

By inserting (8-5) into (8-4) we obtain the following result, which was first derived by Puckett (1946):

\[ \psi = -\frac{1}{\pi} \int \int \frac{wo(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2 + z^2}}. \] (8-6)

Next, the pressure coefficient is easily obtained from

\[ C_p = -2\psi. \] (5-31)

When evaluating \( C_p \) on the wing surface \( (z = 0\pm) \), it is convenient to integrate (8-6) first by parts with respect to \( x_1 \), and then perform the differentiation with respect to \( x \). By using (6-37), or simply by noting the symmetry of the source solution in \( x \) and \( x_1 \), we then obtain

\[ C_p(x, y, 0+) = \frac{2}{\pi} \left[ \int_A^{x_1} \frac{wo(x_1, y_1) \, dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2}} \right. \]

\[ + \left. \int_B^{y_1} \frac{wo(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2}} \right], \] (8-7)

where \( A \) and \( B \) are the values of \( y_1 \) at the intersection of the upstream Mach lines from the point \( x,y \) with the leading edge of the wing (see Fig. 8-4). As a check of the above result we consider a two-dimensional wing for which \( w_0 \) is independent of \( y \). Thus the integration over \( y_1 \) can be carried out directly. Using standard integral tables we find that

\[ \int_{y_1 - (2Bx_1^2/y_1)}^{y_1 + (2Bx_1^2/y_1)} \frac{dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2}} = \frac{\pi}{B}. \] (8-8)

Hence (8-7) gives

\[ C_p(x, y, 0+) = \frac{2}{B} \left[ w_0(0) + \int_0^x wo(x) \, dx \right] = \frac{2w_0}{B} = \frac{2}{B} \frac{\partial w_0}{\partial x}, \] (8-9)

which is Ackeret's result for two-dimensional flow (see Section 5-4).
Theoretical Exp., $Re = 3.25 \times 10^6$

FIG. 8-5. Comparison of pressure distribution obtained from (8-8) with experiments for a 7% thick biconvex wing of 63° sweep at $M = 1.53$. (After Frick and Boyd, 1948. Courtesy of National Aeronautics and Space Administration.)

To give an indication of the accuracy of the theory we present in Fig. 8-5 a comparison with experimental results for a highly swept wing as obtained by Frick and Boyd (1948). The wing section is a biconvex circular arc profile of thickness ratio (measured in the flow direction) of 7%. As seen, the agreement is satisfactory except toward the wing tips where nonlinear disturbance accumulation apparently causes a shift in the pressure distribution downstream relative to the theoretical curve.

8-3 Lifting Wings of Simple Planform

For a wing with only supersonic edges, a wing with a "simple planform," there is no interaction between the flows on the upper and lower surfaces of the wing. Hence the flow above the wing, say, will be the same as on a symmetric wing with the same $x_0$, and (8-6) and (8-7) can, therefore, be directly applied. As an example, we give the result for an uncambered delta wing of sweep angle $\Lambda$ (less than the sweep angle of the Mach lines) and angle of attack $\alpha$. The lifting pressure difference between the lower and upper surfaces turns out to be [see, for example, Jones and Cohen (1960)]

$$\Delta C_p = \frac{4\alpha}{\pi B} \frac{m}{\sqrt{m^2 - 1}} \Re \left( \cos^{-1} \frac{1 - m\tau}{m - \tau} + \cos^{-1} \frac{1 + m\tau}{m + \tau} \right),$$  \hspace{1cm} (8-10)

where

$$m = \frac{B}{\tan \Lambda},$$  \hspace{1cm} (8-11)

$$\tau = \frac{By}{x},$$  \hspace{1cm} (8-12)

that is, the lift is independent of the sweep when the leading edges are supersonic. This result is identical to that for two-dimensional flow, as may be determined from (8-9).

8-4 The Method of Evvard and Krasilshchikova*

Whenever the wing has an edge, or a part of one, that is subsonic, the problem of determining the flow around a lifting wing becomes much more complicated. The reason for this is apparent when we consider under what circumstances the simple formula (8-6) can be used. This solution requires that $w_0$ be known in the whole upstream region of influence from the given point. In the nonlifting case $\phi$ is symmetric in $z$; hence $\phi = 0$ on the $x,y$-plane outside the wing. For the case of a simple planform no disturbance can propagate ahead of the leading edge and thus $w_0$ is zero ahead of the planform; that is, $w_0$ is known within the region of influence, regardless of whether the flow is symmetric or not. In case of a lifting wing with a subsonic leading edge, however, $w_0$ is not zero ahead of the edge; on the contrary it is always singular just ahead of the leading edge, except possibly at one value of $\alpha$ (see Fig. 8-7).

* Developed independently by Evvard (1950) and Krasilshchikova (1951).
However, if \( w_0 \) ahead of the subsonic edge could somehow be calculated it would be possible to use (8-6).

Let us consider the following problem: a lifting surface with an angle-of-attack distribution \( \alpha(x, y) \) has a leading edge that is partially supersonic, partially subsonic (see Fig. 8-8). The slope may be discontinuous and the supersonic portion is assumed to end at \( O \). The boundary conditions to be satisfied on the \( x,y \)-plane are

\[
\varphi(x, y, 0) = w_0 = -\alpha(x, y), \quad \text{on the wing,} \tag{8-14}
\]

\[
\varphi(x, y, 0) = 0, \quad \text{ahead of the wing.} \tag{8-15}
\]

The latter condition follows from the antisymmetry of \( \varphi \).

The potential at a point \( P \) on the wing can be expressed by aid of (8-6) as follows:

\[
\varphi(x, y, 0) = -\frac{1}{\pi} \iint_{\Gamma \cup CP} \frac{w_0(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2}}. \tag{8-16}
\]

However, \( w_0 \) is not known in the region \( OCB \). An integral equation for \( w_0 \) is obtained by use of (8-6) for a point in \( OCB \). Then, because of (8-15),

\[
0 = -\frac{1}{\pi} \iint_{A \cup OC'P} \frac{w_0(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(x - x_1)^2 - B^2(y - y_1)^2}}. \tag{8-17}
\]

To solve this integral equation it is convenient to introduce the characteristic coordinates \( r \) and \( s \) (see Fig. 8-9) defined by

\[
r = (x - x_0) - B(y - y_0),
\]

\[
s = (x - x_0) + B(y - y_0), \tag{8-18}
\]

where \( x_0, y_0 \) are the coordinates of the point \( O \). Similarly, as integration variables we introduce

\[
r_1 = (x_1 - x_0) - B(y_1 - y_0)
\]

\[
s_1 = (x_1 - x_0) + B(y_1 - y_0). \tag{8-19}
\]

Thus

\[
dx_1 \, dy_1 = \left| \frac{\partial(x_1, y_1)}{\partial(r_1, s_1)} \right| \, dr_1 \, ds_1 = \frac{1}{2B} \, dr_1 \, ds_1. \tag{8-20}
\]
and the integral equation (8-17) takes the following form:

$$\int_{0}^{\epsilon} \int_{s_{A}(r_1)}^{s_{B}(r_1)} \frac{w_0(r_1, s_1) \, ds_1 \, dr_1}{\sqrt{r' - r_1}(r' - s_1)} = 0, \tag{8-21}$$

where $s_1 = s_\delta(r_1)$ is the equation of the supersonic portion of the leading edge (to the left of $O$). Equation (8-21) may be written in the following form:

$$\int_{0}^{\epsilon} F(r_1) \, dr_1 = 0, \tag{8-22}$$

where

$$F(r_1) = \int_{s_\delta(r_1)}^{s_{A}(r_1)} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s' - s_1}}. \tag{8-23}$$

Equations (8-22) and (8-23) are of the form

$$f(t) = \int_{0}^{\epsilon} g(t) \, dt. \tag{8-24}$$

This is known as Abel's integral equation. Its solution, which is actually not sufficient for the present problem, is given in the Appendix to Section 8-4. It is sufficient to notice that, provided $F$ has no singularities in the region, the solution to (8-22) is $F = 0$. Let us therefore write (8-23) as follows:

$$F(r_1) = \int_{s_\delta(r_1)}^{s_{A}(r_1)} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s' - s_1}} + \int_{s_{A}(r_1)}^{s_{B}(r_1)} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s' - s_1}}; \tag{8-25}$$

where $s_1 = s_\delta(r_1)$ is the equation of the supersonic portion of the leading edge (to the right of $O$). Then, since $F = 0$,

$$\int_{s_\delta(r_1)}^{s_{A}(r_1)} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s' - s_1}} = - \int_{s_{A}(r_1)}^{s_{B}(r_1)} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s' - s_1}}. \tag{8-26}$$

The integral on the left involves only values of $w_0$ on the planform which are known. Hence this integral can be calculated, and we are left with an integral equation of the form (8-24) which can be solved using the results given in the Appendix to Section 8-4. Sometimes it might be of interest to determine $w_0$ outside the leading edge; however, for most practical cases only the pressure on the wing is required, in which case it is not necessary to calculate $w_0$. In order to make the subsequent development easier to follow we will denote by $g(r, s)$ the unknown value of $w_0$ in the region outside the leading edge. Thus, from (8-26),

$$\int_{s_{A}(r_1)}^{s_{B}(r_1)} \frac{g(r_1, s_1) \, ds_1}{\sqrt{r' - s_1}} = - \int_{s_\delta(r_1)}^{s_{A}(r_1)} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s' - s_1}}. \tag{8-27}$$

Expressing (8-16) in the characteristic coordinates we obtain

$$\varphi(s, r) = - \frac{1}{2\pi B} \mathcal{P} \int_{s_{A}(r_1)}^{s_{B}(r_1)} \frac{w_0(s_1, r_1) \, ds_1 \, dr_1}{\sqrt{(s - s_1)(r - r_1)}} - \frac{1}{2\pi B} \mathcal{P} \int_{s_{A}(r_1)}^{s_{B}(r_1)} \frac{g(s_1, r_1) \, ds_1 \, dr_1}{\sqrt{(s - s_1)(r - r_1)}}. \tag{8-28}$$

On combining the last two integrals and carrying out the integration over $s_1$, we first obtain, for each value of $r_1$, the following integral over $s_1$:

$$\int_{s_{A}}^{s_{B}} \frac{w_0(r_1, s_1) \, ds_1}{\sqrt{s - s_1}} + \int_{s_{A}}^{s_{B}} \frac{g(r_1, s_1) \, ds_1}{\sqrt{s - s_1}}. \tag{8-29}$$

However, according to (8-27), this is zero for all values of $s'$ in the region outside the edge, including $s' = s$. Hence the last two integrals in (8-28) cancel identically, and the final result, expressed in terms of Cartesian coordinates, becomes

$$\varphi = - \frac{1}{\pi} \mathcal{P} \int \frac{w_0(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(x - x_1)^2 + (y - y_1)^2}}. \tag{8-30}$$

Notice that the potential is independent of the shape of the leading edge between $D$ and $B$. The formula (8-30) may be extended also to cases where there is interaction between subsonic side edges (see Fig. 8-9), as long as there is some portion, however small, of the leading edge that is supersonic. The region of integration in (8-30) for the wing shown in Fig. 8-10 is indicated by the cross-hatched areas. This method has been used by Etkin and Woodward (1954) to obtain an approximate solution for a delta wing with subsonic leading edges in which the areas of integration are reflected back and forth right up to the pointed limit. By comparison with the exact solution (see the following section) it is found that the error incurred by neglecting the contributions after the third reflection is negligible.

Fig. 8-10. Areas of interaction for interacting side edges.
8-5 Conical Flows

The Evvard-Krasilshchikova method fails to give an exact solution when no portion of the leading edge is supersonic, for example in the case of a delta wing with leading edges swept behind the Mach lines. In such cases one can often employ the methods of conical flow.

A conical flow is one for which the flow properties (velocity components, pressure, etc.) are constant along rays through one point. Examples of such flows are shown in Fig. 8-11. The wings in (a) and (c) are flat plates at a small angle of attack. In a conical flow there is no typical length. One can thus cut off any forward portion of the wing and the cone, and then, upon magnification, get back the original flow picture. What makes this possible is the fact that the position of the trailing edge does not affect the flow ahead of it. Conical flows are not realizable in a subsonic stream.

![Fig. 8-11. Examples of conical flows.](image)

We shall consider specifically the case (a) in Fig. 8-11*. The vertex of the wing is assumed to be located at the origin. To treat conical flows it is more convenient to work directly with the nondimensional perturbation velocity components \( u, v, w \) instead of with \( \phi \). Since the differential equation (8-1) for \( \phi \) is linear, any of these components must also satisfy it. Thus

\[
-B^2 u_{zz} + u_{yy} + u_{zz} = 0. \tag{8-31}
\]

However, \( u \) is a function only of the conical variables \( \varphi, \theta \), which for convenience may be defined as follows:

\[
p = \frac{B}{x} \sqrt{y^2 + z^2} = \sqrt{y^2 + z^2}, \quad \theta = \tan^{-1} \frac{y}{z} = \tan^{-1} \frac{y}{z}. \tag{8-32}
\]

* The solution of this problem was first given by Stewart (1946).

Introducing (8-32) into (8-31), we obtain

\[
(1 - p^2) u_{yy} + (1 - 2p^2) u_{zz} + u_{zz} = 0, \tag{8-33}
\]

and similarly for the other components. In the \( y, z \)-plane, the Mach cone is represented by the unit circle and the wing by the slit along the \( y \)-axis of length \( 2m \), where \( m \) is defined by (8-11) (see Fig. 8-12).

The boundary condition for \( w \) is that \( w = -\alpha \) on the slit. On the Mach cone, \( u, v, \) and \( w \) must all vanish. Furthermore, \( u \) and \( v \) must be antisymmetric in \( z \) whereas \( w \) must be symmetric.

The components are related through the irrotationality condition, which states

\[
u_y = w_x, \quad u_z = w_x, \quad v_x = w_y. \tag{8-34}
\]

It is possible to transform (8-33) into a more familiar form by introducing the new radial coordinate

\[
\bar{p} = \frac{1}{\sqrt{1 - r^2}}, \tag{8-35}
\]

This transformation is named after Tschaplygin. It has the property of transforming (8-33) into the two-dimensional Laplace equation

\[
\bar{p}^2 u_{\bar{p}\bar{p}} + \bar{p} u_{\bar{p}} + u_{zz} = 0. \tag{8-36}
\]

In the plane

\[
\eta = \bar{p} \cos \theta, \quad \xi = \bar{p} \sin \theta, \tag{8-37}
\]

the interior of the Mach cone again corresponds to the interior of the unit circle, but the wing is now represented by a slit between \( \eta = m' \) and \( \eta = -m' \) where

\[
m' = \frac{1 - \sqrt{1 - m^2}}{m} \tag{8-38}
\]

(see Fig. 8-13). The coordinates \( \eta \) and \( \xi \) are related to the original conical coordinates \( y \) and \( z \) through

\[
\eta = \frac{y}{1 + \sqrt{1 - y^2 - z^2}}, \quad \xi = \frac{z}{1 + \sqrt{1 - y^2 - z^2}}. \tag{8-39}
\]
Lines of constant \( y \) and \( z \) are indicated in Fig. 8-13. It should be noted that the lines \( y = \text{const} \) are normal to the \( \eta \)-axis for \( \xi = 0 \), that is, the \( \xi \)-direction agrees with the \( z \)-direction on \( \xi = 0 \).

Since each of the velocity components is a solution of the two-dimensional Laplace equation in the \( \eta, \xi \)-plane, it is possible to use all the powerful techniques developed for incompressible flow. In particular, it is convenient to employ complex variables. Let

\[ \xi = \eta + i\xi. \] (8-40)

Then we may define analytic functions \( \Phi, \Psi, \Psi \) of \( \xi \) such that their real parts are identical to \( u, v, \) and \( w \), respectively. The imaginary portions have no direct physical meaning. Thus let

\[ \Phi = u + i\tilde{u}, \] (8-41)

where \( \tilde{u} \) is the artificially added imaginary part. We shall now consider the boundary conditions for \( u \). On the wing, \( w = \text{const} = -a \). Hence, from (8-34),

\[ \frac{\partial u}{\partial x} = \frac{\partial w}{\partial x} = 0 \quad \text{on} \quad \xi = 0, \quad |\eta| < m'. \] (8-42)

Thus

\[ \frac{\partial u}{\partial \xi} = 0 \quad \text{on} \quad \xi = 0, \quad |\eta| < m', \] (8-43)

but according to the Cauchy-Riemann condition

\[ \frac{\partial u}{\partial \eta} = -\frac{\partial \tilde{u}}{\partial \eta} = 0. \] (8-44)

Hence \( \tilde{u} \) is constant on the slit \( |\eta| < m' \), and this constant may be chosen equal to zero. Thus

\[ \tilde{u} = 0, \quad \xi = 0, \quad |\eta| < m'. \] (8-45)

On the Mach cone the disturbances must vanish, hence

\[ u = 0 \quad \text{on} \quad |\xi| = 1. \] (8-46)

Because of the symmetry condition,

\[ \frac{\partial u}{\partial \eta} = 0 \quad \text{on} \quad \eta = 0. \]

Hence, using the other Cauchy-Riemann relation,

\[ \frac{\partial u}{\partial \xi} = 0 \quad \text{on} \quad \eta = 0, \]

or

\[ u = 0 \quad \text{on} \quad \eta = 0. \] (8-47)

Also \( u \) must have singularities at the wing edges of the same type as a leading edge in a subsonic flow. To get a general idea how \( u \), hence \( \Phi \), may behave, we recall the result for a lifting slender wing in a sub- or supersonic flow. According to (6-66), the complex perturbation velocity potential for this case reads

\[ \Phi(X) = \varphi + i\psi = -i\alpha((X^2 - s^2)^{1/2} - X), \] (8-48)

where \( s \) is the wing semispan and

\[ X = y + i\tilde{u}, \]

where \( \tilde{u} \) is the artificially added imaginary part. We shall now consider the boundary conditions for \( u \). On the wing, \( w = \text{const} = -a \). Hence, from (8-34),

\[ \frac{\partial u}{\partial x} = \frac{\partial w}{\partial x} = 0 \quad \text{on} \quad \xi = 0, \quad |\eta| < m'. \] (8-42)

Thus

\[ \frac{\partial u}{\partial \xi} = 0 \quad \text{on} \quad \xi = 0, \quad |\eta| < m', \] (8-43)

but according to the Cauchy-Riemann condition

\[ \frac{\partial u}{\partial \eta} = -\frac{\partial \tilde{u}}{\partial \eta} = 0. \] (8-44)

Hence \( \tilde{u} \) is constant on the slit \( |\eta| < m' \), and this constant may be chosen equal to zero. Thus

\[ \tilde{u} = 0, \quad \xi = 0, \quad |\eta| < m'. \] (8-45)

On the Mach cone the disturbances must vanish, hence

\[ u = 0 \quad \text{on} \quad |\xi| = 1. \] (8-46)

Because of the symmetry condition,

\[ \frac{\partial u}{\partial \eta} = 0 \quad \text{on} \quad \eta = 0. \]

Hence, using the other Cauchy-Riemann relation,

\[ \frac{\partial u}{\partial \xi} = 0 \quad \text{on} \quad \eta = 0, \]

or

\[ u = 0 \quad \text{on} \quad \eta = 0. \] (8-47)

Also \( u \) must have singularities at the wing edges of the same type as a leading edge in a subsonic flow. To get a general idea how \( u \), hence \( \Phi \), may behave, we recall the result for a lifting slender wing in a sub- or supersonic flow. According to (6-66), the complex perturbation velocity potential for this case reads

\[ \Phi(X) = \varphi + i\psi = -i\alpha((X^2 - s^2)^{1/2} - X), \] (8-48)

where \( s \) is the wing semispan and

\[ X = y + i\tilde{u}, \]

Differentiation with respect to \( z \) gives \( \Phi \), namely,

\[ \frac{\partial \Phi}{\partial z} = \frac{\alpha s}{\sqrt{s^2 - y^2}} \] (8-49)

Hence on the \( y \)-axis \( (z = 0) \)

\[ \frac{\partial \Phi}{\partial z} = u = \frac{\alpha s}{\sqrt{s^2 - y^2}}, \] (8-50)

from which it is seen that \( u \) must have a square-root singularity at the leading edge. Equation (8-50) provides a very convenient starting point for finding a solution in the conical case. For a delta wing \( s = x/\tan \Lambda \), and then (8-50) may be written

\[ u = \frac{\alpha B}{\tan^2 \Lambda \sqrt{m^2 - y^2}}. \] (8-51)
When we introduce the expressions
\[ y = \frac{2\eta}{1 + \eta^2}; \quad m = \frac{2m'}{1 + m'^2}, \] (8-52)
we obtain from (8-51) after some rearranging
\[ u = \frac{2m'^2\alpha}{B(1 + m'^2)} \frac{(1 + \eta^2)}{\sqrt{(m'^2 - \eta^2)(1 - m'^2\eta^2)}}. \] (8-53)
Hence by analytic continuation we find that
\[ \psi = \frac{2m'^2\alpha}{B(1 + m'^2)} \frac{(1 + \eta^2)}{[(m'^2 - \eta^2)(1 - m'^2\eta^2)]^{1/2}} \] (8-54)
must be the limit of the function \( \psi \) as \( m \) or \( m' \to 0 \), since then the conical flow solution must approach the slender-body solution. It is easily seen that (8-54) is purely real on both the \( \eta \)-axis and the \( \xi \)-axis inside the unit circle. Also, \( \psi \) can be shown to be purely imaginary for \( \eta = e^{i\theta} \) so that (8-46) is fulfilled. Consequently, (8-54) is a solution with the required properties. It is not the most general solution, however, since we may multiply it with any real constant because of the homogeneity of the boundary conditions. The proper solution is therefore
\[ \psi = \frac{2m'^2\alpha C(m')}{B(1 + m'^2)} \frac{(1 + \eta^2)}{[(m'^2 - \eta^2)(1 - m'^2\eta^2)]^{1/2}}, \] (8-55)
where \( C \) remains to be evaluated. Clearly:
\[ C \to 1 \quad \text{as} \quad m' \to 0, \] (8-56)
since the slender-body solution must be the proper limit for vanishing span of the delta wing; \( C \) must be determined such that
\[ w = -\alpha \quad \text{on the wing}. \] (8-57)
Now, from the condition of irrotationality,
\[ w = \int_{\text{Mach cone}} u_4(x_1, y, z) \, dx_1, \] (8-58)
It is sufficient to determine \( w \) for one value of \( y/x \) on the wing, only. For convenience we shall choose \( \eta = 0 \). Introducing as integration variable
\[ \xi_1 = Bx/z_1, \] (8-59)
we obtain from (8-58)
\[ w(0, 0) = B \int_0^1 \frac{dz_1}{\xi_1} u_4(0, \xi_1). \] (8-60)

\[ \text{(The Mach cone corresponds to } z_1 = 1; \text{ whereas for } z = 0 \text{ the limit } x_1 = x \text{ corresponds to } z_1 = 0. \) We may in (8-60) make the further substitution of integration variable
\[ z_1 = \frac{2\xi_1}{1 + \xi_1^2}, \] (8-61)
corresponding to the Tschaplygin transformation. Since \( u_4, d\xi_1 = u_4, d\xi \), (8-60) becomes
\[ u(0, 0) = B \int_0^1 \frac{1 + \xi_1^2}{2\xi_1} u_4(0, \xi_1) \, d\xi_1. \] (8-62)
From (8-55) it follows, setting \( \xi = \xi_1 \), that
\[ u(0, \xi) = \frac{2m'^2\alpha C(m')}{B(1 + m'^2)} \frac{1 - \xi^2}{\sqrt{(m'^2 + \xi^2)(1 + m'^2\xi^2)}}. \] (8-63)
Introducing this into (8-62) and setting \( w(0, 0) = -\alpha, \) we obtain the following expression for \( C \):
\[ \frac{1}{C(m')} = \frac{m'^2(1 + m'^2)}{(1 + m'^2)} \int_0^1 \frac{1 + \xi_1^2}{\xi_1} \frac{d\xi_1}{\sqrt{(m'^2 + \xi_1^2)(1 + m'^2\xi_1^2)}}. \] (8-64)
Hence
\[ \frac{1}{C(m')} = m'^2(1 + m'^2) \int_0^1 \frac{(1 + \xi_1^2)^2}{[(m'^2 + \xi_1^2)(1 + m'^2\xi_1^2)]^{3/2}} \] (8-65)
By making the substitution \( t = \xi_1/m', \) it is easily seen that \( C(0) = 1, \) as it should. The evaluation of (8-65) is facilitated by the substitutions
\[ \xi_1^2 = \frac{1 - \sin \theta}{1 + \sin \theta}, \quad k = \frac{1 - m'^2}{1 + m'^2} = \sqrt{1 - m'^2}. \] (8-66)
After considerable manipulation, this transformation gives
\[ C = 1/E(k), \] (8-67)
(see Fig. 8-14) where
\[ E(k) = (1 - k^2)^{1/2} \int_0^\pi /2 \frac{d\theta}{(1 - k^2\sin^2 \theta)^{3/2}} \] (8-68)
\[ = \int_0^{\pi /2} \sqrt{1 - k^2 \sin^2 \theta} \, d\theta. \] (8-69)
is the complete elliptic integral of second kind and modulus $k$. The identity of the two integrals in (8-68) can be demonstrated as follows:

$$
\int_0^{\pi/2} \left[ \frac{1 - k^2}{(1 - k^2 \sin^2 \theta)^{3/2}} - \sqrt{1 - k^2 \sin^2 \theta} \right] d\theta = 0.
$$

The velocity distribution is given by (8-51) multiplied by $C$. Thus for the lifting pressure we obtain

$$
\Delta C_p = \frac{4aBC}{\tan^2 \Lambda \sqrt{m^2 - y^2}}.
$$

The lift coefficient is found by integration to be

$$
C_L = \frac{2\pi aC}{\tan \Lambda} = \frac{\pi C}{2} A.
$$

This result checks with slender-body theory value $[a(\pi/2)A]$ for $m = 0$ ($k = 1$) and the value according to supersonic-edge theory $(4\alpha/B)$ for $m = 1$ ($k = 0$). The theoretical result (8-70) agrees well with experiments for low $\alpha$ ($<5\degree$) as shown in Fig. 8-15.

The calculation of drag is complicated by the fact that a proper treatment requires that the singularity in the velocity distribution at the leading edge be taken into account. For an uncambered wing with supersonic edges, the drag is simply the component in the flow direction of the normal force. Hence, to lowest order in $\alpha$,

$$
D = aL.
$$

However, when the leading edge is subsonic, the high velocities near the edge create a finite suction force, i.e., a thrust, which reduces the drag from the value given by (8-71). A familiar case is that of a two-dimensional flat plate in a subsonic flow for which the leading-edge thrust exactly balances the drag given by (8-71). By considering a separate inner flow region near the leading edge, one realizes that the flow in this immediate neighborhood must be approximately two-dimensional in planes normal to the leading edge with a "free-stream" Mach number given by the normal velocity component. Calculations performed in this way show that (see Jones and Cohen, 1960, p. 201) the total leading-edge thrust $T$ for a delta wing of semispan $s$ is

$$
T = \frac{\pi}{2} D a U^2 \frac{a^2}{[E(k)]^2} \sqrt{1 - m^2}.
$$

Hence, with

$$
D = aL - T,
$$

we obtain

$$
C_D = \frac{2C_L^2}{\pi A} [E(k) - \frac{1}{2} \sqrt{1 - m^2}].
$$

Experiments show that, even for wings with smoothly rounded leading edges, only a fraction of the theoretical leading-edge suction force can be realized. Wings with sharp leading edges show no suction force, as would be expected.
The specific example considered was one in which both leading edges were subsonic so that only the flow inside the Mach cone was of interest. For the region outside the Mach cone one can find a transformation similar to Tschaplygin's (8-35) that transforms (8-33) to the two-dimensional wave equation for \( t_1 > 1 \). In a conical problem with one or both leading edges supersonic (e.g., the case of a side edge of a rectangular wing) one would then need to join the solutions in the hyperbolic and elliptic regions in such a manner that the velocity components become continuous across the Mach cone.

8-6 Numerical Integration Schemes

In many practical cases the functional dependence of \( w_0 \) on \( x \) and \( y \) is too complicated to permit analytical integration of (8-6), and one then has to resort to numerical methods. The usual procedure in such cases is to subdivide the area of integration into suitably selected elements, and then assume \( w_0 \) constant within each elementary area. This was the approach tried in an early paper by Limmaluo (1951). Later developments of this kind have primarily been made with the oscillating-wing problem in mind. We may here cite the papers of Zartarian and Hsu (1955), and Pines et al. (1955). In both these a "Mach-box" scheme is employed in which the elementary areas consist of rectangles having the Mach lines as diagonals (Fig. 8-16a). The most accurate development to date seems to be a recent paper by Stark (1964) in which he uses rhombic boxes bounded by Mach lines (Fig. 8-16b) and takes great care in accounting for upwash singularities at swept leading edges.

In these methods the integration over each elementary area can be carried out in advance and a table prepared giving the value of the integral for unit \( w_0 \) as a function of the position of the box relative to the point \( x, y \) on the wing.

![Fig. 8-16. Subdivision of integration area in numerical schemes. (a) "Mach box." (b) "Characteristic box."](image-url)

Fig. 8-16. Subdivision of integration area in numerical schemes. (a) "Mach box." (b) "Characteristic box."

It is also possible to use the numerical scheme in the case of a subsonic leading edge without making direct use of the Evvard-Krasilshchikova method. Consider for simplicity the case shown in Fig. 8-17. For all the boxes denoted by \( 1, 2, 3, 4, \) etc. \( w_0 \) is known. For the boxes denoted \( 1', 2', 3', 4', \) etc. \( w_0 \) is initially unknown. The boundary condition in the primed region is that \( \varphi = 0 \). Hence, considering first the potential in the center of box \( 1' \) we obtain directly that \( w_0 = 0 \) in \( 1' \). If we consider next the potential in the center of box \( 2' \), the integral then involves the boxes \( 2', 1', \) and \( 1 \). In all of these, except box \( 2' \), \( w_0 \) is known. Setting \( \varphi = 0 \) in \( 2' \) gives a linear equation for \( w_0 \) in \( 2' \) that can be easily solved. In this manner one can proceed step by step downstream in the primed region and find \( w_0 \), whereupon \( \varphi \) on the wing may be calculated.

Related applications to nonplanar problems are considered in Chapter 11.
in which $sF(s)$ is recognized as the transform of $f'(t)$ provided $f(0) = 0$.

By inverting (A-3) using the convolution theorem and (A-1), we obtain

$$g(t) = \frac{2}{\pi} \int_0^1 \frac{f'(t_1)}{\sqrt{t - t_1}} \, dt_1. \quad (A-4)$$

This solution is valid for the case $f(t)$ continuous and $f(0) = 0$.

9-1 Introduction

In supersonic flow there are basically three different mechanisms whereby drag is created. The first two are essentially the same as in subsonic flow, namely through the action of viscosity in the boundary layer and through the release of vorticity that accompanies production of lift. The determination of the skin friction drag involves calculation of the boundary layer in a manner very similar to what was considered in incompressible flow and will not be described further in this book. However, it should be pointed out that skin friction may amount to a considerable fraction of the total drag (a typical figure is 30%) and must of course be included in any realistic drag analysis. Thus many of the results that will be given later must be interpreted with this in mind.

The vortex drag arises from the momentum, and hence kinetic energy, left in the fluid as a lifting vehicle travels through it. Since the vorticity remains essentially stationary with the fluid, there is no fundamental difference between subsonic and supersonic speeds. In fact, the vortex drag can be calculated by use of the formula (7-44) for the induced drag of a lifting three-dimensional wing in incompressible flow. In the supersonic case, however, the lift will induce an additional drag component, namely wave drag.

The wave drag is an aerodynamic phenomenon unique to supersonic flow and is associated with the energy radiated away from the vehicle in the form of pressure waves in much the same way as a fast-moving ship causes waves on the water surface. The present chapter will be concerned mostly with wave drag. For a planar wing one can distinguish between wave drag due to thickness and wave drag due to lift. The sum of wave drag and vortex drag is often called the pressure drag, since it is manifested by the pressure times the chordwise slope of the wing or body surface.

9-2 Calculation of Supersonic Drag by Use of Momentum Theory

The distinction between wave drag and vortex drag will be clearer when we attempt to calculate the drag from momentum considerations. We shall use the same type of control surface as in the case of a slender body treated in Section 6-6 except that now the dimensions of the cylinder will be chosen differently. See Fig. 9-1.
As in the slender-body case the radius $R_1$ of the cylindrical surface will be chosen as several times that of the span of the configuration; however, since the configuration is not necessarily slender, this also means that $R_1$ is several times its length. In the slender-body case, configurations with a blunt base were included, and hence it was necessary to place the rear disk $S_2$ at the base section. In the present case we will restrict the analysis to bodies that are pointed in the rear; $S_2$ may then be placed in an arbitrary location behind the body. The trailing vortices will pass through $S_2$. It is convenient to locate $S_2$ so far behind that the Bow at $S_2$ is essentially two-dimensional in the crossBow plane (cf. the "Trefitz plane" discussed in Section 7-3). This requires that all Mach lines from the body cross $S_2$ far upstream of $S_2$.

The flow of momentum across the surfaces $S_1$, $S_2$, and $S_3$ was considered in Section 6-6, and the same general analysis applies in the present case. Thus from (6-71) with zero base drag we have

$$D = -\rho_\infty U_\infty^2 \int_0^{S_2} \left( \phi \right)_x dS_2,$$

On $S_3$ the flow is two-dimensional in the $y,x$-plane; hence the last term vanishes and

$$\rho - \rho_\infty = -\frac{1}{2} \rho_\infty U_\infty^2 \left( \phi_x^2 + \phi_y^2 \right).$$

Thus the expression for the pressure drag becomes

$$D = -\rho_\infty U_\infty^2 \int_0^{S_2} \left( \phi \right)_x dS_2 - \frac{1}{2} \rho_\infty U_\infty^2 \int_0^{S_2} \left( \phi_x^2 + \phi_y^2 \right) dS_2. \quad (9-1)$$

The second integral gives the vortex drag, which is identical to the induced drag for subsonic Bow considered in Section 7-3. Hence, according to (7-44),

$$D_v = \frac{1}{4} \rho_\infty U_\infty^2 \int_{-S_2}^{S_2} \frac{d\Gamma}{dy} \ln \left| y - y_1 \right| dy dy_1, \quad (9-4)$$

where $b$ is the total span and $\Gamma(y)$ the circulation distribution in the wake. The first term in (9-3) represents the wave drag:

$$D_w = -\rho_\infty U_\infty^2 \int_0^{S_2} \left( \phi \right)_x dS_2,$$

where will be the subject of further study.

9-3 Drag of a Lineal Source Distribution

It has been demonstrated in several earlier examples how Bow around a body can be built up by superimposing elementary source solutions. It is therefore of interest to determine the drag of a line of sources, a lineal source distribution. With the momentum method it is not necessary to know the particular body the sources represent, since the drag can be computed directly from the knowledge of source strength. The perturbation velocity potential due to a lineal source distribution of strength $U_{\infty} f(x)$ is

$$\varphi = -\frac{1}{2\pi} \int_0^{\infty} \frac{f(x_1) dx_1}{\sqrt{(x - x_1)^2 - B r^2}}, \quad (6-25)$$

where

$$r = \sqrt{y^2 + z^2}.$$ 

We shall assume that $f$ is continuous and that $f(0) = f(t) = 0$. The derivatives $\varphi_x$ and $\varphi_y$ are obtained by first integrating (6-25) by parts

$$\varphi = \frac{1}{2\pi} \int_0^{\infty} f(x - Br) \ln Br,$$

$$-\frac{1}{2\pi} \int_0^{\infty} f'(x_1) \ln \left[ x - x_1 + \sqrt{(x - x_1)^2 - B r^2} \right] dx_1. \quad (9-6)$$
Thus on \( r = R_1 \), we have
\[
\varphi_1 = \frac{f(x - BR_1)}{2\pi R_1} + \frac{1}{2\pi} \int_0^{x-2BR_1} \frac{B^2R_1 f'(x_1)}{\sqrt{(x - x_1)^2 - B^2R_1^2}} \cdot \frac{dx_1}{x - x_1 + \sqrt{(x - x_1)^2 - B^2R_1^2}}
\]
\[= \frac{1}{2\pi} \int_0^{x-2BR_1} \frac{(x - x_1)f'(x_1)}{R_1\sqrt{(x - x_1)^2 - B^2R_1^2}} \cdot dx_1.
\] (9-7)

The second form of (9-7) is arrived at by multiplying numerator and denominator in the first integral by \( x - x_1 - \sqrt{(x - x_1)^2 - B^2R_1^2} \). Also
\[
\varphi_1 = -\frac{1}{2\pi} \int_0^{x-2BR_1} \frac{f'(x_1)}{\sqrt{(x - x_1)^2 - B^2R_1^2}} \cdot dx_1.
\] (9-8)

Setting \( dS = 2\pi R_1 \, dx \) in (9-5), the total wave drag is thus
\[
D_w = \frac{\rho_0 U_0^2}{2\pi} \int_{BR_1} f(x - 2BR_1) \frac{(x - x_1)f'(x_1)}{\sqrt{(x - x_1)^2 - B^2R_1^2}} \cdot dx_1
\]
\[\times \int_0^{x-2BR_1} \frac{f'(x_2)}{\sqrt{(x - x_2)^2 - B^2R_1^2}} \cdot dx_2.
\] (9-9)

For \( x - BR_1 > l \) the upper limit in the inner integrals may be replaced by \( l \). The lower limit in the integral over \( x \) follows from the fact that \( \varphi = 0 \) for \( x < Br \). We shall now evaluate the integral in the limit as \( R_1 \to \infty \). It should then be remembered that, according to the way the rear disk \( S_2 \) was chosen, \( l_2 \) must be much larger at all times than \( R_1 \). Hence \( l_2 \) goes to infinity as \( R_1 \to \infty \) in such a manner that \( BR_1/l_2 \ll 1 \).

Let \( x' = x - BR_1 \). Then (9-9) becomes
\[
D_w = \frac{\rho_0 U_0^2}{2\pi} \int_0^{x-2BR_1} f'(x_2) \frac{f'(x_1)(x - x_1 + 2BR_1)}{\sqrt{(x' - x_1)(x' - x_2 + 2BR_1)}},
\] (9-10)

the upper limit in the inner integrals being \( x' \) or \( l \) depending on whether \( x' \) is less or greater than \( l \).

Now consider the factors containing \( R_1 \):
\[
\frac{x' + BR_1 - x_1}{\sqrt{(x' - x_1 + 2BR_1)(x' - x_2 + 2BR_1)}}.
\] (9-11)

As \( BR_1 \to \infty \), but \( x' \) remains finite, (9-11) will tend to \( \frac{1}{2} \). For \( x' \gg BR_1 \), which is the case for part of the integration region, the ratio (9-11) tends to unity. It is therefore convenient to split the interval of integration over \( x \) up into two parts, the first from \( 0 \) to \( a \), and the second from \( a \) to \( (l_2 - BR_1) \). The dividing point \( x = a \) will be chosen so that \( a \gg l_2 \) but that \( a \) remains finite in the limit \( BR_1 \to \infty \), hence \( a/BR_1 \to 0 \). In the first region we can in the limit replace (9-11) by \( \frac{1}{2} \), whereas in the second region we may neglect \( x_1 \) and \( x_2 \) compared to \( x' \). Thus in the limit of large \( BR_1 \), (9-10) becomes
\[
D_w = \frac{\rho_0 U_0^2}{2\pi} \int_0^{x_1-2BR_1} f(x_1) \frac{f'(x_2)}{\sqrt{(x' - x_2)(x' - x_2 + 2BR_1)}} \cdot dx_2.
\] (9-12)

In the second part we can directly carry out the integrals over \( x_1 \) and \( x_2 \), since \( f(0) = f(1) \) this part vanishes. Hence
\[
D_w = \frac{\rho_0 U_0^2}{2\pi} \int_0^{x_1-2BR_1} f(x_1) \frac{dx_1}{\sqrt{(x' - x_1)(x' - x_1 + 2BR_1)}} \cdot \int_0^{x_2-2BR_1} f(x_2) \frac{dx_2}{\sqrt{x' + x_2 + 2BR_1}}.
\] (9-13)

where
\[
I = \int_0^{x_1-2BR_1} f(x_1) \frac{dx_1}{\sqrt{(x' - x_1)(x' - x_1 + 2BR_1)}},
\] (9-14)

and \( a \gg l_2 \). The obvious way to proceed is to interchange order of integration in (9-14). When the integral over \( x' \) is carried out first, the lower limit is either \( x_1 \) or \( x_2 \) depending on which is the larger. Now
\[
\int \frac{dx'}{(x' - x_1)(x' - x_2)} = \ln \left[ 2a - x_1 - x_2 + 2\sqrt{(x' - x_1)(x' - x_2)} \right].
\] (9-15)

Hence the integral over \( x' \) becomes
\[
\ln \left[ 2a - x_1 - x_2 + 2\sqrt{(a - x_1)(a - x_2)} \right] - \ln |x_1 - x_2|.
\] (9-16)

However, \( x_1 \) and \( x_2 \) are at most \( l \). Thus for \( a \gg l \), we have
\[
\ln \left[ 2a - x_1 - x_2 + 2\sqrt{(a - x_1)(a - x_2)} \right] \approx \ln 4a - 2(x_1 + x_2)/a,
\]
and, consequently,
\[ I = -\int_0^1 \int_0^1 f'(x_1)f'(x_2) \ln |x_2 - x_1| \, dx_1 \, dx_2 \]
\[ + \ln 4a \int_0^1 \int_0^1 f'(x_1)f'(x_2) \, dx_1 \, dx_2 + O(1/a). \]  
(9-17)

The second integral vanishes identically because of the condition 
\( f'(l) - f'(0) = 0. \) Hence, in the limit of \( a \to \infty, \)
\[ I = -\int_0^1 \int_0^1 f'(x_1)f'(x_2) \ln |x_1 - x_2| \, dx_1 \, dx_2. \]  
(9-18)

Thus, the wave drag of a lineal source distribution is
\[ D_w = -\frac{\rho_v U^2}{2\pi} \int_0^1 \int_0^1 f'(x_1)f'(x_2) \ln |x_1 - x_2| \, dx_1 \, dx_2. \]  
(9-19)

This result may be compared to that obtained from slender-body theory, (6-82). It was shown in Chapter 6 that for a slender body
\( f(x) = S'(x), \quad \theta = \frac{\pi}{4} \tan^{-1} \frac{3}{2} \)  
(9-20)

Thus, with \( S'(l) = 0, \)
\[ D_w = -\frac{\rho_v U^2}{2\pi} \int_0^1 f'(x) \, dx \int_0^1 f'(x) \ln (x - x_1) \, dx_1. \]  
(9-21)

It is left to the reader to prove that (9-19) and (9-21) are equal.

A very interesting property of (9-19) is that, upon setting \( \Gamma = U_\infty, \) it becomes identical to the formula (9-4) for the vortex drag of a lifting wing. This property was first discovered by von Kármán (1936). Equation (9-19) also shows that the drag coefficient of a slender body in supersonic flow is independent of Mach number, provided the body has a pointed nose and ends in either a point or a cylindrical portion, as was already noted in Section 6-6.

9-4 Optimum Shape of a Slender Body of Revolution

It is of both theoretical and practical interest to find area distributions of slender bodies which, for given length, volume, or some other constraint, give the lowest possible wave drag. Application of (9-19) with (9-20) then gives rise to a variational problem that can be treated with standard methods. The similarity with the vortex drag problem treated in Section 7-3 suggests another approach, however, which leads more directly to the desired results. Thus, in a similar fashion we introduce the Glauert vari-

\[ S = \frac{S(l)}{\pi} (x - \theta + \frac{1}{2} \sin 2\theta), \]  
(9-30)

The nose is represented by \( \theta = \pi \) and the base by \( \theta = 0. \) Expressing \( f \) as a Fourier sine series
\[ f = l \sum_{n=1}^{\infty} A_n \sin n\theta, \quad \theta = \frac{\pi}{4} \tan^{-1} \frac{3}{2} \]  
(9-23)

and carrying out the double integration in (9-19), we obtain (cf. 7-47)
\[ D_w = \frac{\rho_v U^2}{8} \sum_{n=1}^{\infty} nA_n^2. \]  
(9-24)

The corresponding area distribution can be found by integrating over \( \theta, \) since \( f = S'. \) Hence
\[ S(\theta) = \frac{l^2}{4} \left( A_1 (\pi - \theta + \frac{1}{2} \sin 2\theta) \right. \]
\[ + \sum_{n=2}^{\infty} A_n \frac{\sin (n + 1)\theta - \sin (n - 1)\theta}{n - 1} \}. \]  
(9-25)

A further integration gives that the total volume is
\[ V = \frac{\pi l^3}{8} (A_1 - \frac{1}{2} A_2). \]  
(9-26)

Consider first the case of given base area. From (9-25) it follows that only \( A_1 \) contributes to the base area (\( \theta = 0 \)) and hence
\[ A_1 = \frac{4S(l)}{\pi l^2}. \]  
(9-27)

However, all components contribute to the drag, and the drag is thus a minimum for \( A_n = 0, n \neq 1, \) and has the value
\[ D_w = \frac{2\rho_v U^2}{\pi} \left[ \frac{S(l)}{l^2} \right]^2. \]  
(9-28)

or, expressed in terms of the drag coefficient based on the base area,
\[ C_{D_w} = \frac{4}{\pi} \frac{S(l)}{l^2}. \]  
(9-29)

The area distribution of this body
\[ S = \frac{S(l)}{\pi} (x - \theta + \frac{1}{2} \sin 2\theta), \]  
(9-30)
9-5 Drag of a General Source Distribution. Hayes' Method

Consider next a spatial distribution of sources inside a volume $V$ representing the flow around some particular body whose shape we need not know for the present purpose. The strength of this distribution per unit volume will be denoted by $U(x, y, z)$, which may be discontinuous in the $y$- and $z$-directions, but not in the $x$-direction. Thus, the lineal distribution considered in Section 9-4 is of the form

$$J(x, y, z) = f(x) \delta(y) \delta(z),$$

(9-35)

where $\delta$ is the Dirac delta function.

We shall now proceed to calculate the wave drag of the body using (9-5). Let the drag contribution of a strip of the cylinder $S_2$ between $\theta = \theta_0$ and $\theta = \theta_0 + \Delta \theta$ be $\Delta D_\omega$. We define

$$\frac{dD_\omega}{d\theta} = \frac{\text{drag contribution}}{\text{unit angle}} = \lim_{\Delta \theta \to 0} \left( \frac{\Delta D_\omega}{\Delta \theta} \right),$$

(9-36)

$$D_\omega = \int_{\theta_0}^{\theta_0 + 2\pi} \frac{dD_\omega}{d\theta} d\theta.$$  

(9-37)

Consider a fixed meridian plane $\theta = \theta_0$, and a point $P(x_0, R_1, \theta_0)$ on the cylinder in the region that receives perturbations from the source distribution (see Fig. 9-3). The potential $\phi$ in this point depends on the contributions from all the sources within the upstream Mach cone from $P$. The contribution from a source located at $Q = (x_1, y_1, z_1)$ is proportional to the source strength $J(Q)$ and inversely proportional to the hyperbolic...
where \( x_1 \) is the intercept by the plane of the \( z \)-axis. The Mach planes are tangent to the downstream Mach cones from the point \( x = x_1 \) (see Fig. 9-4).

The total source strength between two such adjacent planes thus can be moved to the \( z \)-axis. The equivalent body of revolution in the limit \( R_1 \to \infty \) will depend at most on \( \theta_0 \), that is, it will be independent of \( x_1 \) and \( x_0 \). The corresponding lineal source strength distribution will be denoted by \( f(x; \theta_0) \). A consequence of the independence of \( x_0 \) and \( R_1 \) is that \( f(x; \theta_0) \) may be used for computing \( \varphi_x \) and \( \varphi_z \) at \( P \) as well as \( \varphi \). In general it may not be used to compute \( \varphi_y \). Evidently, \( \varphi_y \) is zero for a lineal source distribution since this gives the flow around a nonlifting body of revolution, but the original source distribution does not give zero \( \varphi_y \) in general. On the other hand \( \varphi_y \) is not needed for evaluating the drag.

Since \( \varphi_x \) and \( \varphi_z \) may be computed from the equivalent lineal source distribution for fixed \( \theta \), it follows that \( dD_w/d\theta \) may be computed in exactly the same way as the drag of a lineal source distribution was computed. The result will differ from (9-21) only by a factor \( \frac{1}{2\pi} \). Hence we have proved the following: The drag \( D_w \) of a spatial distribution of sources of strength \( U_a f(x_1, y_1, z_1) \) per unit volume is given by

\[
D_w = \int_0^{2\pi} \int_{\theta_0}^{\theta} \int_{x_0}^{x_1} \frac{dD_w}{d\theta} d\theta d\theta' d\theta'' dV,
\]

and \( f(x_1; \theta_0) = \int_{\theta_0}^{\theta} \int_{x_0}^{x_1} f(x; \theta) d\theta' d\theta'' dV \)

where \( V(x_1; \theta) \) is the region contained between two Mach planes perpendicular to \( \theta_0 = \theta \) and intersecting the \( x \)-axis at \( x = x_1 \) and \( x = x_1 + dx_1 \).

Equation (9-40) is valid for spatial distributions \( f \) such that the equivalent linear distribution \( f(x; \theta) \) is continuous in \( x \), and \( f(0; \theta) = f(l; \theta) = 0 \), for each \( \theta \).

This result was first given by Hayes (1947). The derivation presented above is essentially that of Graham et al. (1957).

9-6 Extension to Include Lift and Side Force Elements

For a configuration that experiences lift and side forces one cannot represent the flow by a distribution of sources alone. The sources represent essentially volume elements. Lift and side forces may be represented by suitably oriented doublets, or, more conveniently, by elementary horseshoe vortices (see Section 5-2). Lift and side force elements were included in Hayes' original analysis. We state here his final result without proof.
Define a function \( \mathcal{h} \) such that
\[
\mathcal{h} = \mathcal{f} - B(l \sin \theta + s \cos \theta),
\] (9-43)
where
\[
\rho_w U_{\infty}(x, y, z) = \text{lift/unit volume},
\]
\[
\rho_w U_{\infty}(x, y, z) = \text{side force/unit volume}.
\]
The distributions of lift and side force may have singularities similar to (9-35). A continuous spatial distribution of forces is, of course, impossible to realize in any physical situation, as is also a continuous volumetric source distribution, but in principle it could be thought of as obtained from an infinitely dense cascade of infinitesimal wings, each holding an elementary horseshoe vortex.

Define further, as in (9-42),
\[
h(X_i; \theta) = \int \int \mathcal{h}(Q) \, dV, (9-44)
\]
where \( V(X_i; \theta) \) is, as before, the region between two adjacent Mach planes perpendicular to \( \theta \). Then the drag will be given by
\[
\frac{dD_w}{d\theta} = -\rho_w U_{\infty}^2 \int_0^1 \int \mathcal{h}'(X_i; \theta) \mathcal{h}'(X_2; \theta) \ln |x_2 - x_1| \, dx_1 \, dx_2. \tag{9-45}
\]
The term \( B(l \sin \theta + s \cos \theta) \) is proportional to the component of force in the direction of \( \theta \), and the result thus indicates that this is the only lateral force component contributing to the wave drag.

Equation (9-45) makes it possible to determine the wave drag of an arbitrary spatial system containing thickness and carrying both lift and side forces. In order to determine the total pressure drag of the system it is necessary to evaluate the vortex drag produced by the lift and side force. This calculation will involve the pressure forces acting on the rear control surface \( S_2 \), as discussed before in Section 9-2. For a lifting planar wing the appropriate result is that given by (9-4).

9-7 The Supersonic Area Rule

Hayes' result can be directly applied for the calculation of wave drag of any body satisfying the "closure condition" \( f(0; \theta) = f(l; \theta) = 0 \), provided we know how the source strength is related to the shape of the body. Such a relationship is known for the case of thin wings and slender bodies of revolution, where the source strength is directly proportional to the rate of change of the area in the flow direction.

Let us first consider a thin nonlifting thin wing for which (5-30), (8-2), and (8-5) together with (5-1) give
\[
f(x, y, z) = 2r \frac{\partial \varrho}{\partial z} \delta(z), \tag{9-46}
\]
where \( \delta(z) \) is the Dirac delta function and \( 2\pi \varrho \) is the thickness distribution. The intersections of two neighboring Mach planes with the \( x, y \)-plane are shown in Fig. 9-5. The surface element for the strip of area between the two intersections is \( dx_1 \, dy \) and the total equivalent source strength is thus:
\[
f(x_i; \theta) \, dx_i = 2r \int \frac{\partial \varrho}{\partial z} (x_i + By \cos \theta; y) \, dy \, dx_i.
\]
That is, provided \( \varrho \) is continuous,
\[
f(x_i; \theta) = \frac{\partial}{\partial z} \int 2r \varrho (x_i + By \cos \theta; y) \, dy. \tag{9-47}
\]
This integral can be given a simple geometrical interpretation. It represents the area cut off by the Mach plane and projected on a plane normal to the \( z \)-axis (see Fig. 9-5). Let this area be \( S_w(x; \theta) \). Thus from (9-47)
\[
f(x_i; \theta) = S_w(x_i; \theta), \tag{9-48}
\]
where a prime denotes differentiation with respect to \( x \).

Consider next a slender body of revolution. We already know that the flow around such a body can be represented by sources along the \( x \)-axis of strength \( U_w S_2(x) \), so that
\[
f(x_i) = S_f(x_i), \tag{9-49}
\]
independent of \( \theta \). Since for a very slender body of revolution the projected area of the oblique cut will not differ appreciably from the cut normal to the \( z \)-axis, we may thus use the geometrical design shown in Fig. 9-5 in this case also.

It follows from the equivalence rule, Section 6-5, that the geometrical method will give a good approximation to the actual equivalent source strength for any slender fuselage whose surface slope is everywhere small. Thus, it should hold approximately for any nonlifting configuration con-
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Fig. 9-6. Mach plane cut of a wing-fuselage combination. (From Lomax and Haselot, 1956. Courtesy of the American Institute of Aeronautics and Astronautics.)

consisting of a slender fuselage and a thin wing so that, using (9-48) and the equation for the wave drag (9-41), we obtain

\[ D_w = -\frac{\rho U^2}{8\pi^2} \int_0^{2\pi} d\theta \int_0^l S''(x_1; \theta)S''(x_2; \theta) \ln |x_1 - x_2| dx_1 dx_2, \]

(9-50)

where \( S'(x; \theta) \) is obtained by cutting the configuration by a series of Mach planes as shown in Fig. 9-6.

For a winged body of revolution the area distribution of the equivalent body of revolution is thus

\[ S(x; \theta) = S_f(x) + S_w(x; \theta), \]

(9-51)

where \( S_f \) is the fuselage cross-sectional area and \( S_w \) follows from (9-46) and (9-47). This corresponds to a simplified evaluation of \( S(x; \theta) \) as sketched in Fig. 9-7. That is, the variation with \( z \) is neglected when the oblique plane cuts the wing, and the variation with both \( z \) and \( y \) is neglected when the oblique plane cuts the body.

Fig. 9-7. Simplified evaluation of Mach plane cut. (From Lomax and Haselot, 1956. Courtesy of the American Institute of Aeronautics and Astronautics.)

An example of the use of (9-50) together with the simplified evaluation of \( S(x; \theta) \) is shown in Fig. 9-8, taken from Holdaway (1953).

We shall now show how (9-50) and (9-51) can be used to determine shapes with low drag. Let us first expand \( S_w(x; \theta) \) in a Fourier series in \( \theta \). Such a series will, because of the symmetry of the wing, contain only terms of the form \( \cos 2n\theta \). Thus

\[ S_w(x; \theta) = \sum_{n=0}^\infty A_{2n}(x) \cos 2n\theta. \]

(9-52)

Now this series may be introduced into (9-50) and the integration over \( \theta \) carried out. This gives

\[ D_w = -\frac{\rho U^2}{4\pi} \int_0^l \int_0^l [S_y'(x_1) + A_0(x_1)][S_y'(x_2) + A_0(x_2)] \]

\[ \times \ln |x_1 - x_2| dx_1 dx_2 - \frac{\rho U^2}{8\pi} \sum_{n=0}^\infty \int_0^l \int_0^l A_{2n}(x_1)A_{2n}(x_2) \]

\[ \times \ln |x_1 - x_2| dx_1 dx_2. \]

(9-53)
It follows from (9-53) that the interaction of fuselage and the wing is given by the first term of the series (9-52) only, and that the drag of the higher components is determined solely by the wing design. The complete effect of wing-body interference, therefore, appears in the sum of \( A_0 \) and the fuselage area distribution determined by planes normal to the free stream. Now

\[ A_0(x) = \frac{1}{2\pi} \int_0^{2\pi} S(x; \theta) \, d\theta, \quad (9-54) \]

and the minimum drag, for a given wing design, is obtained by selecting a fuselage shape such that

\[ S_f(x) + A_0(x) = 0, \quad (9-55) \]

This corresponds to a body of optimum shape.

The optimum slender body for a given volume and length is the Sears-Haack body, thus the fuselage should be chosen such that (9-55) corresponds to a Sears-Haack body as given by (9-34). The fuselage selected in this way will generally be indented in the region around the wing junction.

A simple illustration of this is the case when the body, instead of being finite, is an infinite cylinder. The optimum body indentation is then given by

\[ \Delta S_f(x) + A_0(x) = 0, \quad (9-56) \]

which might give a shape like that illustrated in Fig. 9-9. One can show that in this case the total drag of the configuration is equal to the drag of the exposed wing alone, minus the drag of the indentation alone. For \( M = 1 \) the coefficients \( A_{2n} \) for \( n \geq 1 \) become zero and the total wave drag would then be zero. However, the linearized theory will, of course, break down for transonic speeds as is further discussed in Chapter 12.

The procedure described above is the supersonic area rule as presented by Lomax and Heaslet (1956). In the limit of \( M = 1 \) it goes over into the transonic area rule, since then the Mach planes become normal to the \( x \)-axis. To give an example of the drag reductions that can be realized by use of the supersonic area rule we reproduce in Fig. 9-10 some results given by Holdaway (1953). As seen from the curve, the modification gives a total drag reduction of about 20\%, and the drag values predicted by the theory are in good agreement with experimental values when the skin friction drag has been added (\( \propto \) the drag at subsonic speeds). The only exception is the immediate region around \( M = 1 \), particularly for the lower transonic region \((M < 1)\), for which linearized theory predicts zero wave drag.

9-8 Wave Drag Due to Lift

Consider first the wave drag due to lift on a lifting wing of zero thickness located in the \( x,y \)-plane. By setting \( \bar{j} = \bar{x} = 0 \) in (9-43) we find from (9-44) and (9-45) that

\[
D_w = -\frac{2\pi U^2 B^2}{8\pi^2} \int_0^{2\pi} \sin^2 \theta \, d\theta \int_0^1 \int_0^1 \Gamma(x_1; \theta)\Gamma(x_2; \theta) \nonumber \times \ln |x_1 - x_2| \, dx_1 \, dx_2.,
\]
where \( l(x_i; \theta) \, dx_i \) is the total lift (divided by \( \rho_0 U_0^2 \)) on the portion of the wing cut off by two Mach planes intersecting the \( x \)-axis at \( x = x_i \) and \( x = x_i + dx_i \): \[
l(x_i; \theta) \, dx_i = \int_{v(x_i; \theta)} l(Q) \, dV = \frac{dx_i}{\rho_0 U_0^2} \int \Delta p(x_i + By \cos \theta, y) \, dy. \tag{9-58}\]

From (9-57) we can draw some important conclusions. First, the wave drag due to lift is proportional to \( B^2 \); consequently it vanishes as \( M \to 1 \). Secondly, by analogy with the result for the vortex drag, minimum wave drag is obtained if, for each \( \theta \), the resulting loading \( l(x; \theta) \) is elliptic in \( x \). This can be realized, for example, by an elliptic planform with constant loading. This result was first given by Jones (1952). The wave drag of such a wing can be shown to be

\[
D_w = \frac{2L^2}{\pi \rho_0 U_0^2 b^2} \left\{ \sqrt{1 + \frac{b^2 b^2}{c^2}} - 1 \right\}, \tag{9-59}\]

where \( L \) is the total lift, \( b \) is the span of the wing, and \( c \) is the maximum chord. In order to get a low wave drag, both the chord and span should thus be large, i.e., the lift should be spread out as much as possible both in the spanwise and chordwise directions. The vortex drag is also minimum for an elliptic loading and is found from (7-46) and (7-47) to be

\[
D_v = \frac{2L^2}{\pi \rho_0 U_0^2 b^2}. \tag{9-60}\]

Thus the total drag due to lift for the elliptic wing of constant loading is

\[
D_l = D_w + D_v = \frac{2L^2}{\pi \rho_0 U_0^2 b^2} \sqrt{1 + \frac{b^2 b^2}{c^2}} \tag{9-61}\]

or, in terms of \( C_L \) and \( C_{D_l} \)

\[
C_{D_l} = \frac{BC_l^2}{4} \sqrt{1 + \left( \frac{1}{\pi BA} \right)^2}, \tag{9-62}\]

showing that the drag due to lift for a straight elliptic wing is always greater than in two-dimensional flow (\( C_{D_l} = BC_l^2/4 \)). Lower values can be obtained by yawing the elliptic wing behind the Mach cone as shown by Jones (1952).

The wave drag interference between lift and thickness is zero for a midwing configuration. This can be seen by introducing (9-49) together with the Fourier series (9-52) into (9-45). Then the wave drag becomes

\[
D_w = -\frac{\rho_0 U_0^2}{8\pi} \int_0^{2\pi} \int_0^1 f(Q) \, d\theta \int_0^1 \left[ S_f'(x_1) + \sum_{n=0}^{\infty} A_n'(x_1) \cos 2n\theta - B \sin \theta' x_1; \theta \right] + \sum_{n=0}^{\infty} A_n'(x_2) \cos 2n\theta - B \sin \theta' x_2; \theta \right] \, dx_1 \, dx_2, \tag{9-63}\]

If \( l(x; \theta) \) is also expanded in a Fourier series it will only contain \( \cos n\theta \)-terms since it must be an even function of \( \theta \). Hence, since

\[
\sin \theta \cos m\theta = \frac{1}{2} [\sin (m + 1)\theta - \sin (m - 1)\theta],
\]

any term containing the cross product between the coefficients for the two Fourier series will vanish in the integration over \( \theta \), and the interference drag will be zero.

Although for a planar wing there is no drag interaction between the thickness and lift distributions, an interaction between body thickness and wing lift is obtained if the fuselage is not in the plane of the wing. This is evident from the fact that, if the wing is not located on the \( x \)-plane, \( l(x; \theta) \) will not be an even function of \( \theta \) and the Fourier series for \( l \) will thus also contain \( \sin n\theta \)-terms. A favorable interference can often be obtained with a high-wing configuration as shown, for example, by Lomax and Heaslet (1956). This possibility can be easily demonstrated without any calculations by the aid of Fig. 9-11.

The wing is assumed to be a flat plate at zero angle of attack located above the fuselage in the position shown. The upwash created by the forward portion of the fuselage causes a lift on the wing. Also the reflected over-pressure region from the wing will impinge on the rear portion of the fuselage where the surface slopes are negative. Hence the wing will have a lift without drag, and the drag of the fuselage will be lower due to interference from the wing. Through the interference a lift has thus been generated with a decrease of total pressure drag. Further developments may be found in a paper by Ferri et al. (1957).
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Use of Flow-Reversal Theorems in Drag Minimization Problems

10-1 Introduction

In the previous chapter we considered the important problem of how to determine shapes of lowest possible drag at supersonic speed. Generally, this problem is quite difficult. Hayes' drag formula, (9-45), however, allows us to treat a considerably simpler problem, namely that of finding distributions of singularities like sources and force elements having the smallest possible drag. It remains as a separate problem to find the shape corresponding to the singularity distribution. This may sometimes be more difficult than to obtain the singularity distribution itself. Nevertheless, certain overall properties, like total lift, side force, or volume, may be calculated directly from the singularity distribution without knowledge of the body shape. Thus one can determine the minimum pressure drag for, say, a given total lift under some general constraints such as given wing planform. Obviously, such information is useful in assessing the quality of a particular configuration since it provides an absolute minimum for purposes of comparison.

For drag minimization problems it has been found useful to employ certain general theorems that relate the drag of lift, side force, and volume distributions in forward and reverse flows. Such theorems were first put forward by von Karman (1947a) and Hayes (1947). Ursell and Ward (1950) showed that the theorems hold under quite general conditions. Munk (1950) introduced the very important concept of a "combined flow field," obtained by superimposing the disturbance velocities in forward and reverse flows. Using this idea, Jones (1951, 1952) was able to derive criteria for identifying configurations of minimum drag. However, Jones' method does not give any clue as to how to design an optimum shape, nor does it give the actual value of the minimum drag.

If we are primarily interested in the attainable minimum drag, and not in the first place in the actual shape of the body producing the drag, it would be desirable to go one step further in simplification and determine the minimum drag without having to calculate the actual optimum singularity distribution representing the body. That this is indeed possible was first stated by Nikolsky (1950) reporting on Russian work in this field (see later publications by Kogan, 1957, and Zhilin, 1957). Independent proofs confirming this possibility were given by Ward (1956), E. W. Graham (1956), and Germain (1957a, b). We shall here present Graham's formulation, which is based on the combined flow field concept.

10-2 Drag of a General Singularity Distribution from a "Close" Viewpoint

Previously, we have calculated the drag by considering the flow of momentum through a control surface at large distances from the body. An alternative approach is to take the "close" viewpoint, namely to integrate pressures times slope of the surface:

\[ D = - \iint p(\mathbf{t} \cdot \mathbf{n}) \, dS, \tag{10-1} \]

where \( \mathbf{n} \) is the outward normal to the body.

Instead of fixing attention on a certain body, we shall, as in the derivation of Hayes' drag formula, consider a general spatial distribution of sources of strength \( \mathbf{U}_s \mathbf{d} \), and lift and side-force elements of strength \( \rho_s \mathbf{U}_s \mathbf{d} \) respectively, all per unit volume. These will all be considered continuous in the present section. The lift and side-force distributions are associated with a distribution of elementary horseshoe vortices. The source distribution may be given a geometrical interpretation. Consider a lineal distribution of strength \( \mathbf{f} \), for which slender-body theory gives (see equation 6-26)

\[ f = \frac{d\mathbf{S}}{dx} = \lim_{\Delta x \to 0} \frac{\Delta \mathbf{S}}{\Delta x}. \]

Hence from (9-35) we obtain

\[ \Delta \mathbf{S} = \mathcal{F} \Delta x \Delta y \Delta z = \Delta S, \tag{10-2} \]

so that \( \mathcal{F} \) may be interpreted as a distribution of frontal area elements. In problems with fixed total body volume it is convenient, instead of \( \mathcal{F} \), to work with a distribution \( \mathcal{P} \), defined as

\[ \frac{\partial \mathcal{P}}{\partial x} = \mathcal{F}. \tag{10-3} \]

From (10-2) it follows that \( \mathcal{P} \) represents volume elements.

The volume or frontal area elements, and the force elements, will cause perturbation velocities in the flow with components \( U_w u, U_w v, \) and \( U_w w \). For a continuous distribution the pressure induced is given to first order by

\[ p - p_0 = -\rho_s U_w^2 \mathbf{u}. \tag{10-4} \]

This expression holds for any steady nonviscous small-perturbation flow (potential or nonpotential) as follows from the x-momentum equation.
Consider now the drag of one small lift element

\[ \Delta D = \rho_\infty U_\infty^2 \Delta x \Delta y \Delta z. \]

Physically, it can be represented by a small piece of a zero-thickness wing aligned with the local streamline and carrying the lift \( \Delta l \). In a frictionless flow within the small-perturbation approximation (see Fig. 10-1), its drag will be

\[ \Delta D_l = -\Delta l w, \quad (10-5) \]

where \( U_\infty w \) is the upwash at the point where the element is introduced. Similarly, the drag of a small side-force element

\[ \Delta s = \rho_\infty U_\infty^2 \Delta x \Delta y \Delta z \]

becomes (side force defined as positive in the positive \( y \)-direction)

\[ \Delta D_s = -\Delta s v, \quad (10-6) \]

The drag of a frontal area element \( \Delta S = \int \Delta x \Delta y \Delta z \) is

\[ \Delta D_f = \Delta S (p - p_\infty) = -\rho_\infty U_\infty^2 u \Delta S. \quad (10-7) \]

Summing up all contributions from infinitesimal elements we obtain for the total drag

\[ \frac{D}{\rho_\infty U_\infty^2} = -\iiint (lw + \overline{sv} + \overline{u}w) \, dV, \quad (10-8) \]

where the integral is to be taken over the entire volume \( V \) in which singularities are present. Alternatively, if volume elements are used instead of frontal area elements to represent the thickness distribution of the body, one finds that the force on each volume element \( \Delta V = \int \Delta x \Delta y \Delta z \) is a buoyancy force proportional to the local pressure gradient in the \( x \)-direction and volume strength:

\[ \Delta D_f = -\Delta V \frac{\partial p}{\partial x} = \rho_\infty U_\infty^2 \frac{\partial u}{\partial x} \Delta V, \quad (10-9) \]

so that (10-8) may also be written

\[ \frac{D}{\rho_\infty U_\infty^2} = -\iiint (lw + \overline{sv}) \, dV + \iiint p \frac{\partial u}{\partial x} \, dV. \quad (10-10) \]

This could also be obtained from (10-8) by integrating the last term by parts.

Obviously, whenever an additional elementary singularity is introduced into the field, it will cause a change in the disturbance velocity field proportional to the strength of the singularity. This in turn will change the drag of the previous elements by an amount of the same order of magnitude as the drag of the additional element itself. Thus there is an interference drag between the original distribution and the added element.

The disturbance velocity field in (10-8) and (10-10) is caused by all the lift, side-force, and thickness elements themselves. It should be emphasized that these equations are strictly valid only when the distributions \( \ell, s, \) and \( f \) as well as the perturbation velocities \( u, v, \) and \( w \) are nonsingular. Hence, any leading edge suction is excluded, as well as linear source distributions, since these give infinite perturbation velocities along the source line. Otherwise, (10-8) and (10-10) are valid regardless of whether the flow is sub- or supersonic. The expressions for drag due to lift and side force also hold for unsteady flow.

When using the present "close viewpoint" there is no way of distinguishing between vortex and wave drag; only the total pressure drag is obtained. If desired, one can compute the vortex drag by use of the Trefftz plane and then separate it from the total drag to obtain the wave drag in supersonic flight.

10-3 The Drag Due to Lift in Forward and Reverse Flows

We shall first consider the drag of a lift distribution alone. See Fig. 10-2.

Each element of drag involves the product of the lift of one element \( \Delta l_1 \) and the angle of attack induced at its position by another element \( \Delta l_2 \). This angle may be written

\[ \omega_{12} = W_{12} \Delta l_2, \quad (10-11) \]

where \( W_{12} \) is the "influence function" (Green's function for the problem, i.e., the upwash angle induced at position 1 due to a unit lift at position 2). The element of drag is then proportional to

\[ -\Delta l_1 W_{12} \Delta l_2. \quad (10-12) \]

Now consider the case for which the direction of the free stream of velocity \( U_\infty \) is reversed but the distribution of lift is kept the same. To do this, it is generally necessary to change the angle
of attack of each lifting element so that the disturbance velocities will be
different from those in forward flow. In the reverse flow, element 2 will lie
in the same relation to element 1 as was formerly occupied by \( \Delta l_1 \) relative
to \( \Delta l_2 \). Hence the influence function \( W_{21} \) in reverse flow will be equal to
\( W_{12} \) in forward flow and the element of drag in reverse flow will thus be
\[
-\Delta l_2 W_{21} \Delta l_1 = -\Delta l_1 W_{12} \Delta l_2. \tag{10-13}
\]
Consequently, for every element of drag in forward flow there will be
an equal element in reverse flow. The total drag, which is obtained by sum­
ing the contribution from each pair of lifting elements within the volume,
will thus be the same in forward and reverse flow. Hence we have proved
that:

The drag of a given distribution of lift is unchanged by a reversal
of the flow direction.

10-4 The Drag Due to Thickness in Forward and Reverse Flows

A completely analogous approach can be used for a given distribution
of sources or frontal area elements. Consider two frontal area elements
at points 1 and 2 of strength \( \Delta S_1 \) and \( \Delta S_2 \), respectively. Referring to (10-7),
the drag on the element 1 due to the element 2 is proportional to the
frontal area or source strength at 1 times the pressure (\( u \)-perturbation)
induced at 1 due to the area element at 2. This pressure disturbance may
be written
\[
-\rho_a U_e^2 \Delta S_2 \Delta S_1. \tag{10-14}
\]
where \( U_e \) denotes the \( u \)-perturbation at point 1 due to an element of unit
strength at 2. The element of drag is thus
\[
-\rho_a U_e^2 \Delta S_2 \Delta S_1. \tag{10-15}
\]
If the direction of flow is reversed, the sign of the frontal area elements of
sources must be reversed in order that the volume remain positive. Other­
wise the argument is exactly identical with the one employed in the pre­
ceding section, and one thus can directly extend the result obtained there
and state that:

The drag of a given volume or thickness distribution is the same in
forward and reverse flow.

10-5 The Drag of a General Distribution of Singularities
in Steady Supersonic Forward or Reverse Flows

Using Hayes' method, we can obtain an alternative derivation of the
two preceding theorems, valid for supersonic steady flow only, but which
does allow leading edge pressure singularities to be present as well as lineal
source distributions.
Each Mach-plane cut at angle $\theta$ in reverse flow is identical to that for $\theta + \pi$ in forward flow with $x$ replaced by $-x$ (see Fig. 10-3). Hence

$$h_R(x; \theta) = -h_F(-x; \theta + \pi),$$

where the sign of the source strength has been reversed. Introducing (10-20) into the drag formula, we then find that the wave drag of a general distribution of singularities is the same in forward and reverse flows provided the sign of the source strength is reversed. The vortex drag depends only on the spanwise distribution of lift and side forces and must therefore be the same in forward and reverse flow. Hence:

The drag of a general distribution of thickness, lift, and side-force elements in steady supersonic flow is the same in forward and reverse flight.

10-6 The Combined Flow Field

The idea of the combined flow field was first introduced by Munk (1950) and later employed by Jones (1951, 1952). The combined flow is the (completely artificial) flow field obtained by superimposing half the disturbance velocities in forward and reverse flow of a given distribution of lift, side force, and thickness. Thus the disturbance velocities $\bar{u}$, $\bar{v}$, and $\bar{w}$ in the combined flow field are

$$\bar{u} = \frac{1}{2}(u_F + u_R),$$

$$\bar{v} = \frac{1}{2}(v_F + v_R),$$

$$\bar{w} = \frac{1}{2}(w_F + w_R).$$

(The factor $\frac{1}{2}$ is introduced for convenience.) The reverse-flow quantities are measured in the same coordinate system, but with the free stream velocity $U_w$ in the negative $x$-direction. In the combined flow field, discontinuities in the $u$-component are canceled, and so are discontinuities in $v$ and $w$ due to source distributions. Discontinuities in the $u$- and $w$-components due to lift and side-force surface distributions will remain, however (see, for example, Graham et al., 1957). As a simple example of a combined field, we may consider the subsonic flow around an elementary horseshoe vortex, i.e., around a single lifting element. This is illustrated in Fig. 10-4. In the combined field, the infinitesimal vortex joining the two streamwise vortices is canceled, leaving two infinite streamwise vortices. The combined flow around any arrangement of lifting elements in subsonic flight will hence result in an infinite strip of vortices, and the flow will be entirely two-dimensional in the crossflow ($y,z$-) plane. In supersonic flight, however, the combined field will generally be three-dimensional (see Fig. 10-5).

By use of (10-8) or (10-10) and noting that the drag is equal in forward and reverse flight so that $D = D_F = D_R$, we may express the drag in
Consider a distribution of singularities consisting of lift elements alone.

We want to study the change in drag that occurs when a small element of suction is present, as well as that due to interference between the two elements.

Division of basic lift distribution gives:

\[ \Delta D_1 = \Delta D_1(a_1) + \Delta D_1(a_2). \]  

If \( \Delta l \) is made sufficiently small the third term will dominate. This term may be calculated by use of (10-26). Hence the change in drag to first order will be

\[ \frac{\Delta D_1}{\rho U^2} = \frac{2}{\rho} (\bar{w}_1 - \bar{w}_2). \]  

If \( \bar{w}_1 > \bar{w}_2 \), then the drag can evidently be lowered by transferring some lift from \( P_1 \) to \( P_2 \). On the other hand, if \( \bar{w}_1 < \bar{w}_2 \), the drag will be increased by making \( \Delta l \) negative, i.e., transferring lift from \( P_2 \) to \( P_1 \). There will be no first-order change in drag if \( \bar{w}_1 = \bar{w}_2 \). Repeating this argument for every pair of points on the planform, we thus find that to first order the drag will be invariant to small arbitrary changes in the lift distribution, i.e., will have an extremum, if \( \bar{w} \) is constant over the planform. This extremum must be a minimum, because the second variation given by the terms proportional to \( (\Delta l)^2 \) must be positive, since it represents the drag of the two lifting elements acting alone. Hence:

(a) If a distribution of lift is to have minimum drag for a given planform and given total lift, \( \bar{w} \) must be constant over the planform.

In a similar way a necessary condition for minimum drag for a thickness distribution of given length and base area may be derived. Such a body must be imagined as having a downstream parallel extension of infinite...
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Length. It is easily seen that the condition is that \( \Phi = \text{const} \), since, if it is not, area elements can be transferred within the space occupied by the source distribution so as to obtain a drag reduction. Hence:

(b) If the drag of a nonlifting body with given length and base area is to be minimum, the pressure in the combined flow field must be constant in the region occupied by the thickness distribution.

It can be shown that this condition is fulfilled for a von Kármán ogive.

Finally, for a thickness distribution of given length and volume to have minimum drag, \( \partial \Phi / \partial x \) must be constant since otherwise volume elements can be transferred so as to obtain a drag reduction. Hence:

(c) In order for a thickness distribution of given length and volume to have minimum drag, the pressure gradient in the combined flow field must be constant in the region occupied by the thickness distribution.

It can be shown that this condition holds for a Scare-Haack body.

Finally, let us consider the case where the total lift is given over a prescribed region of space, but total volume and side force within the region are not prescribed. From (a) it follows that \( \Phi \) must be constant over the region containing the lift elements. Furthermore, \( \Phi \) must be zero, otherwise side-force elements may be added to reduce the drag. In addition \( \partial \Phi / \partial x \), and \( \Phi \), must be zero, since otherwise volume or thickness distributions of nonzero net strength may be added to reduce the drag. Hence:

(d) In order for a distribution of singularities within a given space to have minimum drag for fixed total lift, the combined flow field must have \( \Phi = \Phi = 0 \) and \( \Phi = \text{const} \) within the region.

It should be noticed that this condition does not necessarily lead to zero total side force and volume within the region.

Simple examples of the application of these criteria can be given for two-dimensional supersonic flow. A two-dimensional uniform loading having minimum drag for given total lift, since both in forward and reverse flow the corresponding upwash is constant and hence \( \Phi \) is constant. A single wedge gives minimum drag for a given chord and frontal area, since \( u_F \) and \( u_R \), and hence \( \Phi \), are constant over the wedge. A nonlifting airfoil made up of two parabolic arcs has minimum drag for given total volume and chord, since both in forward and reverse flow \( \partial u / \partial x \) is constant over the airfoil, and hence also \( \partial \Phi / \partial x \). These cases are illustrated in Fig. 10-7.

**Fig. 10-7. Configurations having minimum drag in two-dimensional supersonic flow under various constraints.**
However, as shown by Graham (1956), it may not be necessary for some purposes to calculate the actual distribution of singularities, since the desired information can be obtained directly from the combined flow field. For example, the total drag and lift, as well as the spanwise lift distribution, and thus the vortex drag, can be obtained directly from the combined flow field. Hence one may calculate the absolute minimum of drag without knowing what detailed distributions of lift, side force, and thickness produce the minimum drag. In some cases these distributions will probably be highly singular and impracticable. However, for preliminary design purposes it may nevertheless be useful to know the absolute limits that can be achieved.

Before proceeding, two definitions will be useful. The Mach envelope of a system is the bounding surface of the region in space which is affected by the system in forward and reverse flow. Thus, for a slender body pointed at both ends the Mach envelope is a double Mach cone (see Fig. 10–9). The Mach envelope rim is the closed line which marks the greatest lateral extent of the Mach cone; i.e., the rim is the intersection of the envelope of Mach waves caused by the system in forward flow with the envelope of Mach waves caused by the system in reverse flow. For the case of a pointed slender body, for example, the rim is a circle.

Consider now the problem of finding the minimum drag for a given total lift but with no constraint on side force and volume, i.e., case (d) in the preceding section. Assume for simplicity that the Mach envelope is a double Mach cone. For minimum drag it is required that \( u = \bar{v} = 0 \) and \( \bar{w} = \text{const} \) in the region carrying lift. The combined flow field is illustrated in Fig. 10–10.

In the zone of silence no disturbance is felt in either forward or reverse flow; hence there \( u = \bar{v} = \bar{w} = 0 \). Inside the Mach envelope we have \( \bar{u} = \partial \bar{v} / \partial z = 0 \), and the flow is consequently entirely two-dimensional in the crossflow plane that cuts the Mach envelope rim plane. For the plane through the Mach rim we thus have the following boundary value problem for the combined perturbation velocity potential \( \varphi \) for the region between the inner region and the Mach envelope rim:

1. \( \varphi_{yy} + \varphi_{zz} = (M^2 - 1) \varphi_{zz} = 0 \) \( (10-28) \)
2. On the boundary of the inner region \( \varphi = \text{const} = \bar{u}_{0}. \) \( (10-29) \)

Alternatively, this condition may be written

\( \varphi_{n} = \bar{u}_{0} \sin \gamma, \) \( (10-30) \)
As a simple example we shall calculate the minimum drag of a ring wing, a problem considered by Graham (1956) and in more detail by Beane (1960). For simplicity, only the case of large chord will be treated so that there is only an outer circular rim (see Fig. 10-12). The radius of the ring wing is set equal to $R$ and its chord equal to $c$. The radius of the Mach envelope rim is easily found to be

$$R_* = R + \frac{c}{2B} = R(1 + c^*),$$

(10-35)

where

$$c^* = \frac{c}{2BR}.$$

In polar coordinates the boundary value problem reads

$$\varphi = \varphi_0 \sin \theta \quad \text{for} \quad r = R,$$

(10-36)

$$\varphi = 0 \quad \text{for} \quad r = R(1 + c^*).$$

(10-37)

It is easily verified that for $R \leq r \leq R(1 + c^*)$ the solution is

$$\varphi = \frac{\varphi_0 \sin \theta}{r} \left[ \frac{r^2 - (1 + c^*)^2 R^2}{1 + (1 + c^*)^2} \right].$$

(10-38)

Inside the wing the solution is

$$\varphi = \varphi_0 \psi = \varphi_0 \sin \theta.$$

(10-39)

Hence the potential jump through the wing is

$$\Delta \varphi = -2R \varphi_0 \sin \theta \left( \frac{1 + c^*}{1 + (1 + c^*)^2} \right).$$

(10-40)

Application of (10-33) gives for the total lift (the cross-sectional area $S = 0$ in this case)

$$L = \frac{-4\rho_0 U^2 \pi R^2 \varphi_0 (1 + c^*)^2}{1 + (1 + c^*)^2},$$

(10-41)

and for the drag (10-34) gives

$$D = -\rho_0 L = 4\rho_0 U^2 \pi R^2 \frac{\varphi_0 (1 + c^*)^2}{1 + (1 + c^*)^2}.$$  

(10-42)

Hence

$$C_D = \frac{1 + (1 + c^*)^2}{8(1 + c^*)^2} \rightarrow \frac{5}{32} \quad \text{for} \quad c^* = 1,$$

(10-43)

where $C_D$ and $C_L$ are based on $\pi R^2$.

A thorough theoretical and experimental investigation of low-drag ring-wing configurations in which nonlinear effects were taken into account has been reported by Browand, et al. (1962).
11
Interference and Nonplanar
Lifting-Surface Theories

11-1 Introduction

For a general discussion of interference problems and linearized theoretical methods for analyzing them, the reader is referred to Ferrari (1957). His review contains a comprehensive list of references, and although it was editorially closed in 1955 only a few articles of fundamental importance seem to have been published since that date.

The motivation for interference or interaction studies arises from the fact that a flight vehicle is a collection of bodies, wings, and tail surfaces, whereas most aerodynamic theory deals with individual lifting surfaces, or other components in isolation. Ideally, one would like to have theoretical methods of comparable accuracy which solve for the entire combined flow field, satisfying all the various boundary conditions simultaneously. Except for a few special situations like cascades and slender wing-body configurations, this has proved impossible in practice. One has therefore been forced to more approximate procedures, all of which pretty much boil down to the following: first the disturbance flow field generated by one element along the mean line or center surface of a second element is calculated; then the angle-of-attack distribution and hence the loading of the second element are modified in such a way as to cancel this “interference flow field” due to the first. Such interference effects are worked out for each pair of elements in the vehicle which can be expected to interact significantly. Since the theories are linear, the various increments can be added to yield the total loading.

There are some pairs of elements for which interference is unidirectional. Thus a supersonic wing can induce loading on a horizontal stabilizer behind it, whereas the law of forbidden signals usually prevents the stabilizer from influencing the wing. In such cases, the aforementioned procedure yields the exactly correct interference loading within the limits imposed by linearization. When the interaction is strong and mutual, as in the case of an intersecting wing and fuselage, the correct combined flow can be worked out only by an iteration process, a process which seems usually to be stopped after the first step.

Interference problems can be categorized by the types of elements involved. The most common combinations are listed below.

1. Wing and tail surfaces.
2. Pairs or collections of wings (biplanes or cascades).
4. Wing or tail and fuselage or nacelle.
5. Lifting surface and propulsion system, especially wing and propeller.
6. Tunnel boundary, ground and free-surface effects.

It is also convenient to distinguish between subsonic and supersonic steady flight, since the flow fields are so different in the two conditions.

In the present discussion, only the first three items are treated, and even within this limitation a number of effects are omitted. Regarding item 4, wing-fuselage interference, however, a few comments are worth making. Following Ferrari, one can roughly separate such problems into those with large aspect-ratio, relatively unswept wings and those with highly-swept, low aspect-ratio wings. Both at subsonic and (not too high) supersonic speeds, the latter can be analyzed by slender-body methods along the lines described in Chapter 6. The wings of wider span need different approaches, depending on the Mach number [cf. Sections C, 6-11 and C, 35-50 of Ferrari (1957)]. For instance, subsonically it appears to be satisfactory to replace the fuselage with an infinite cylinder and work with two-dimensional crossflow methods in the Trefitz plane. At supersonic speeds, however, the bow wave from the pointed body may have a major influence in modifying the spanwise load distribution.

11-2 Interfering or Nonplanar Lifting Surfaces in Subsonic Flow

A unified theory of interference for three-dimensional lifting surfaces in a subsonic main stream can be built up around the concept of pressure or acceleration-potential doublets. We begin by appealing to the Prandtl-Glauert-Güthert law, described in Section 7-1, which permits us to restrict ourselves to incompressible fluids. Granted the availability of high-speed computing equipment, it then proves possible to represent the loading distribution on an arbitrary collection of surfaces (biplane, multiplane, T-tail, V-tail, wing-stabilizer combination, etc.) by distributing appropriately oriented doublets over all of them and numerically satisfying the flow-tangency boundary condition at a large enough set of control points. The procedure is essentially an extension of the one for planar wings that is sketched in Section 7-6.

* This scheme is associated with the names of Multhopp (1941) and Vandrey (1938).
Two observations are in order about the method described below. First it overlooks two sometimes significant phenomena that occur when applied to a pair of lifting surfaces aligned streamwise (e.g., wing and tail). These are the rolling up of the wake vortex sheet and finite thickness or reduced dynamic pressure in the wake due to stalling. They are reviewed at some length in Sections 2.2 and 4.4 of Ferrari (1957).

The second remark concerns thickness. In what follows, we represent the lifting surfaces solely with doublets, which amounts to assuming negligible thickness ratio. When two surfaces do not lie in the same plane, however, the flow due to the thickness of one of them can induce interference loads on the other, as indicated in Fig. 11-1. The presence of this thickness and the disturbance velocities produced at remote points thereby may be represented by source sheets in extension of the ideas set forth in Section 7-2. Since the procedure turns out to be fairly straightforward, it is not described in detail here.

Fig. 11-1. Illustrating how streamlines due to thickness of one wing can modify the angle of attack of a second wing out of the plane of the first.

The necessary ideas for analyzing most subsonic interference loadings of the type listed under items 1, 2, and 3 can be developed by reference to the thin, slightly inclined, nonplanar lifting surface illustrated in Fig. 11-2. We use a curvilinear system of coordinates \( x, s \) to describe the surface of \( S \), and the normal direction \( n \) is positive in the sense indicated. The small camber and angle of attack, described by the vertical deflection \( \Delta z(x, y) \) or corresponding small normal displacement \( \Delta n(x, s) \), are superimposed on the basic surface \( z_0(y) \). The latter is cylindrical, with generators in the free-stream \( x \)-direction. To describe the local surface slope in \( y,z \)-planes, we use

\[
\psi(y) = \tan^{-1}\left( \frac{dz_0}{dy} \right). \tag{11-1}
\]

The flow tangency boundary condition can be written in terms of the dimensionless normal-velocity perturbation,

\[
r_n[x, y, z_0(y)] = \frac{\partial}{\partial x} (\Delta n), \quad \text{for} \ (x, y) \ \text{on} \ S. \tag{11-2}
\]

Fig. 11-2. Geometry of a nonplanar surface, without thickness, in a uniform flow.

As mentioned previously, a lifting flow with the desired properties can be constructed from a layer of pressure or acceleration-potential doublets all over \( S \), having their axes pointed in the local \( n \)-direction. We start by deducing from (7-32) or (5-35) that, for such a doublet placed at \( x_1, y_1, 0 \) with its axis along \( z \), the disturbance potential is

\[
\varphi(x, y, z) = \frac{\gamma(x_1, y_1)}{4\pi} \left[ \frac{z}{(y - y_1)^2 + z^2} \right] \left[ 1 + \frac{x - x_1}{r} \right]
\]

\[
= \frac{\gamma(x_1, y_1)}{4\pi} \left[ \frac{z}{r^2 - (x - x_1)^2} \right]. \tag{11-3}
\]

Here we have

\[
r = \sqrt{(x - x_1)^2 + (y - y_1)^2 + z^2}, \tag{11-4}
\]

and \( \gamma = \Delta p/\rho_0 U_a^2 \) is proportional to the lifting pressure difference. We can reposition this doublet to \( x_1, s_1 \) on the curved surface \( S \) by making the following three substitutions in the second form of (11-3):

1. Replace \( \gamma(x_1, y_1) \) by \( \Delta p(x_1, s_1)/\rho_0 U_a^2 \).
2. \( r = \sqrt{(x - x_1)^2 + (y - y_1)^2 + z^2} \).
3. Replace \( z \) by the normal distance \( n_1 \cdot r \), \( n_1 \) being a unit vector in the \( n \)-direction at \( x_1, y_1, z_0(y_1) \).

Thus we are led to the disturbance potential describing the complete surface:

\[
\varphi(x, y, z) = \frac{1}{4\pi \rho_0 U_a^2} \int_S \frac{\Delta p(x_1, s_1) n_1 \cdot r}{r^2} \, dz_1 \, ds_1. \tag{11-5}
\]
To compute \( v_n(x, y, z_0(y)) = v_n(x, s) \) at points on the surface \( S \), we need to perform the operation

\[
v_n(x, s) \bigg|_{on S} = \frac{\partial \varphi(x, y, z)}{\partial n} \bigg|_{on S},
\]

where, as is obvious from examining the figure,

\[
\frac{\partial}{\partial n} = \cos \psi(y) \frac{\partial}{\partial x} - \sin \psi(y) \frac{\partial}{\partial y}.
\]

The operation of taking \( \partial/\partial n \) can be interchanged with the integration in the formula for the potential. Thus we find

\[
v_n(x, s) \bigg|_{on S} = \frac{1}{4 \pi \rho U_0^2} \lim_{\Delta \rho \to 0} \int_S \Delta p(x_1, s_1) \frac{\partial}{\partial n} \left[ \frac{r}{d} - (x - x_1) \right] dx_1 ds_1.
\]

When carrying out these differentiations, we use the above formula for \( \partial/\partial n \) and also the fact \( x_1 = -i \sin \psi(y_1) + k \cos \psi(y_1) \). This permits us to overlook the \( i \)-term in the vector \( r \) and replace it as follows:

\[
(i \to (y - y_1)^2 + (z - z_0(y_1))^2).
\]

During the differentiation process we discover that the singularity in the coefficient of \( \Delta p(x_1, s_1) \) has exactly the same form as that in the planar integral equation (7-28a) and can, in fact, be isolated by factoring a \( (y - y_1)^2 \) out in front of the whole kernel function. Thereupon, the coefficient has no worse than a discontinuous, finite jump where it passes through the point \( y = y_1, z = x_1 \) (or \( x_1 = x, s = s_1 \)). Clearly, finite-part integration in Mangler’s sense, (7-30), is indicated, and this interpretation can be rigorously proved.

After carrying out a couple of pages of straightforward manipulation, we are led finally to the integral equation of the nonplanar lifting surface,

\[
v_n(x, s) = \frac{1}{4 \pi \rho U_0^2} \int_S \Delta p(x_1, s_1) K_{NP}(x_0, y_0, z_0) \, dx_1 \, ds_1,
\]

where

\[
K_{NP} = \frac{1}{y_0^2} \left[ \sin \left( \psi(y) + \psi(y_1) \right) \frac{y_0^2 x_0 y_1}{r_1} \left[ 2 + \frac{x_0^2 + 3x_0 y_1^2}{y_0^2} \right] - \cos \psi(y) \cos \psi(y_1) \frac{y_0^2 x_0 y_1}{r_1} \left[ 1 + \frac{x_0^2 + 2x_0 y_1^2}{y_0^2} - \frac{y_0^2}{y_0^2} \left( 1 + \frac{x_0}{y_0^2} \right) \right]
\]

\[
- \sin \psi(y) \sin \psi(y_1) \frac{y_0^2}{r_1} \left[ 1 + \frac{x_0^2 + 2x_0 y_1^2}{y_0^2} - \frac{y_0^2}{y_0^2} \left( 1 + \frac{x_0}{y_0^2} \right) \right].
\]

The auxiliary notation defined here consists of

\[
x_0 = x - x_1, \quad y_0 = y - y_1, \quad z_0 = z_0(y) = z_0(y_1),
\]

\[
r_1 = \sqrt{\frac{x_0^2}{y_0^2} + \frac{y_1^2}{y_0^2}}, \quad r_0 = \sqrt{\frac{x_0^2}{y_0^2} + \frac{y_0^2}{y_0^2}},
\]

It is a simple matter to confirm that (11-8)–(11-9) reduce to the planar-wing system (7-91)–(7-92) when \( \psi(y) = \psi(y_1) = 0 \). There are fairly obvious reductions in other simplified cases of practical interest.

Regarding the numerical solution of the integral equation, it can be made dimensionless and solved by exactly the same procedure [Watkins et al. (1959)] that is outlined for the planar case in Section 7-6. It is preferable to adopt \( x_1 \) and \( s_1 \) as integration variables, because they remain single-valued over any imaginable surface shape, whereas \( y, y_1 \) may be multiple-valued on something like a ring wing. For separate but interfering surfaces, the integration must be carried out over two distinct pieces of \( S \), as is clarified in succeeding examples. In the computing program, tables or subroutines must be stored which relate \( z_0 \) to \( y \) and \( s \) to \( y \).

11-3 Special Cases and Numerical Solution

To illustrate the application of the integral equation (11-8) and possible simplifications of its kernel function (11-9a), let us look at four special cases in increasing order of complexity.

1. The Single Plane Surface. This example, which was dealt with in Section 7-6, is obtained by a reduction in which we set

\[
\psi(y) = \psi(y_1) = z_0(y) = z_0(y_1) = 0,
\]

\[
u_n(x, s) = w(x, y, 0).
\]

The limits of integration on \( x_1 \) become \( x_{LE}(y_1) \) and \( x_{TE}(y_1) \), while \( y_1 \) ranges between the wingtips at \( \pm b/2 \). Thus we get

\[
w(x, y, 0) = \frac{1}{4 \pi \rho U_0^2} \int_{-b/2}^{b/2} \int_{x_{LE}(y_1)}^{x_{TE}(y_1)} \frac{\Delta p(x_1, y_1)}{y_0^2} \left[ 1 + \frac{x_0}{\sqrt{x_0^2 + y_0^2}} \right] \, dx_1 \, dy_1,
\]

which corresponds to (7-90)–(7-91).

The process of solution involves the substitutions (7-92) and (7-96). It evidently leads to a system of simultaneous algebraic equations that can be abbreviated, in matrix notation,

\[
[w] = [\Xi] \left[ a_{mn} \right].
\]
the integrand in (11-15) by \((\sigma - \sigma_1)^2\) permits the outer integral to be recast as
\[
\int_{-1}^{1} \frac{\sigma_1^2 \sqrt{1 - \sigma_1^2}}{(\sigma - \sigma_1)^2} \cdot \cdots \ d\sigma_1,
\]
while the inner portion remains well-behaved, so that the scheme already worked out for dealing with the singular portions of the numerical integration can be carried over without modification.

![Fig. 11-3. Schematic of a biplane configuration.](image)

3. The Biplane. As an example of an interference situation, consider a pair of almost-plane parallel lifting surfaces. See Fig. 11-3. The lower, \(S_L\), might be located adjacent to the \(x,y\)-plane, while the upper, \(S_U\), could be near \(z = 2d\), \(d\) being the vertical half-spacing between them. In specializing (11-8), it is convenient to separate upwash contributions from \(S_L\) and \(S_U\). The angle \(\psi = 0\) always, and \(z_{00} = 0\) when looking at one wing's effect on itself, while \(z_{00} = 2d\) when the doublets of one are affecting the other. After a little manipulation, we find the following expression for the upwash induced at \(S_L\):

\[
w_L(x, y) = \frac{1}{4\pi \rho U^2} \int_{S_L} \Delta p_L(x_1, y_1) \left[ 1 + \frac{x_0}{\sqrt{x_0^2 + y_0^2}} \right] dx_1 dy_1
\]

\[
+ \frac{1}{4\pi \rho U^2} \int_{S_U} \frac{(2d)^2 \Delta p_U}{(y_0^2 + (2d)^2)}
\cdot
\left[ \frac{y_0^2}{(2d)^2} \left[ 1 + \frac{x_0}{r_0} \right] - 1 - \frac{x_0^2 + y_0^2 + (2d)^2}{r_0^2} \right] dx_1 dy_1
\]

where (here only)
\[
r_0^2 = x_0^2 + y_0^2 + (2d)^2.
\]

A similar formula is readily constructed for \(w_U\). We now propose to introduce dimensionless variables \((\sigma, \sigma_1)\) and \((\rho, \rho_0)\) to describe \(S_L\) and \(S_U\), respectively. Series like (7-96), giving \(\Delta p_L\) and \(\Delta p_U\) in terms of sets

The adaptation of procedures developed for the planar wing has been shown to be quite straightforward. For instance, multiplying and dividing
of coefficients \(a_{lm}\) and \(a_{ln}^U\) are then inserted into the four integrals in the formulas for \(w_L\) and \(w_L\), leading ultimately to a pair of matrix equations:

\[
\{w_L\} = [K_{LL}] \{a_{lm}\} + [K_{LU}] \{a_{ln}^U\},
\]

(11-18a)

\[
\{w_U\} = [K_{UL}] \{a_{lm}\} + [K_{UU}] \{a_{ln}^U\}.
\]

(11-18b)

The elements of square matrices \([K_{LL}]\) and \([K_{LU}]\) are identical with those of \([K]\) for the individual planar wings. The cross-terms involve a little more complicated integrations but now contain no singularities. For a complete solution, one would solve simultaneously the double system of equations for the \((M + N)\) unknowns \(a_{lm}\) and \(a_{ln}^U\). It might also be possible to devise an iteration process starting from solution of the individual uncoupled sets of equations, then feeding the previous iteration’s results into the cross-terms prior to carrying out the next iteration.

Two subcases have special engineering interest.

(a) Free water surface effect at high Froude number. Suppose that \(S_L\) is a planar hydrofoil running at a depth \(d\) below a parallel water surface. If \(U/\sqrt{g} \gg 1\), \(g\) being the gravitational constant, wavemaking on the free surface is not important and a boundary condition \(\varphi = 0\) at \(z = d\) provides a satisfactory representation. If thickness effects are neglected, this boundary condition is met by the biplane configuration with \(S_L\) and \(S_U\) identical surfaces and \(\Delta p_L = \Delta p_U\). Indeed, this is just a special case of the general method of images, which is also employed below to establish a ground plane.

Since the pressure series are identical, the loading on the actual hydrofoil can be calculated by contracting the first of (11-18a) into

\[
\{w_L\} = [K_{LL}] \{a_{lm}\} + [K_{LU}] \{a_{ln}^U\},
\]

(11-19a)

(b) Ground effect. The presence of a planar ground surface at \(z = d\) calls for the boundary condition \(w = \varphi = 0\) there. If we then regard \(S_U\) as a single surface flying at height \(d\), \(S_L\) provides a suitable image if it is identical and \(\Delta p_L = -\Delta p_U\). In this case the matrix equivalent of the integral equation may be contracted to

\[
\{w_U\} = [K_{UU}] \{a_{lm}\} + [K_{LU}] \{a_{ln}^U\}.
\]

(11-19b)

4. An Intersecting Nonplanar Arrangement: The T-Tail. Consider an arrangement which, in rear view, looks like Fig. 11-4.

The “normal” washes, pressure loadings, and chords are \(w_H, w_V, \Delta P_H(x, y), \Delta P_V(z, x), c_H(y), c_V(z)\) on the horizontal and vertical surfaces, respectively. For the horizontal surface \(\psi(x) = \psi(y) = 0\) and for the vertical \(\psi(x) = \psi(z) = -90^\circ\).

Looking at the general kernel function and trying to satisfy the boundary condition at \(S_H\), we are led to something of the following sort:

\[
w_H(x, y) = \frac{1}{4\pi \rho U z_1^2} \int_S \Delta p_V(x_1, y_1) K_{HV} dx_1 dy_1 + \frac{1}{4\pi \rho U z_1^2} \int_{S_H} \Delta p_H(x_1, y_1) K_{HV} dx_1 dy_1,
\]

(11-20a)

where

\[
K_{HV} = \sin \theta \frac{y_0 x_0 + 2z_0 + 3x_0^2}{r_1^2}.
\]

Since

\[
y_0 = y - y_1 = y - \gamma,
\]

\[
z_0 = x_0(y) = x_0(y_1) = 0 - z_1,
\]

(11-21)

we get

\[
K_{HV} = \frac{y_0 x_0}{r_1^2} \left[ 2 + \frac{2z_0^2 + 3x_0 y^2 + z_1^2}{\sqrt{z_0^2 + y^2 + z_1^2}} \right].
\]

(11-22)

Thus we are obviously led to a pair of integral equations, which might be approximated in matrix form:

\[
\{w_H\} = [K_{HH}] \{\Delta P_H\} + [K_{HV}] \{\Delta P_V\},
\]

(11-23a)

\[
\{w_V\} = [K_{HV}] \{\Delta P_H\} + [K_{VV}] \{\Delta P_V\}.
\]

(11-23b)

When approaching practical problems, we note that they can be separated into cases of symmetrical and antisymmetrical loading with respect to the \(x, y\)-plane. In the former situation, \(\Delta P_V = 0\), so the problem corresponds to one of a single planar surface.

From among the several examples that have now been worked out of incompressible flow loading on nonplanar and interfering surfaces, we choose to reproduce from Saunders (1963) the three cases shown in Fig. 11-5. More details can be found in the reference and the paper by Ashley, Widnall, and Landahl (1965), but the method of computation is essentially that described in the present chapter.
11-4 Loads on Interfering Surfaces in Subsonic Flow

Any generalized force on the curved surface of Fig. 11-2 can be written in the form

$$Q = \int \Delta p(x, \theta) f(x, \theta) \, dx \, d\theta$$

$$= \frac{1}{2} \sigma_{tip} \int_{-1}^{1} \int_{0}^{\pi} \Delta p(\theta, \sigma) f(\theta, \sigma) \cos \theta \, d\theta \, d\sigma.$$  \hspace{1cm} (11-24)

For example, the lift is given by taking $f = \cos \psi(\sigma)$, whereas the nose-up pitching moment about the $y$-axis would result from

$$f = -\cos \psi(\sigma)x(\theta)$$

$$= \frac{1}{2} c(\sigma) \cos \theta \cos \psi(\sigma) - \frac{1}{2} [x_{TE}(\sigma) + x_{LE}(\sigma)] \cos \psi(\sigma).$$

Running loads per unit $s$-distance are obtained by eliminating the $s$- or $\sigma$-integration.

If the series (11-14) is inserted for $\Delta p(\theta, \sigma)$ the resulting computation can often be carried out in closed form, especially if $f(\theta, \sigma)$ can be expressed as a Fourier series in $\theta$ and power series in $\sigma$.

For instance, the lift works out as follows:

$$L = 4 \pi \sigma_{tip} \rho_{w} U_{w}^{2} \sum_{m=0}^{\infty} a_{m} \int_{-1}^{1} \sqrt{1 - \sigma^{2} \sigma^{m} \cos \psi(\sigma)}$$

$$\times \left[ \frac{1}{2} \int_{0}^{\pi} \sin \theta \cot \frac{\theta}{2} \, d\theta \right] d\sigma$$

$$= 2 \pi^{2} \sigma_{tip} \rho_{w} U_{w}^{2}$$

$$\times \left[ \frac{1}{2} \int_{0}^{\pi} \sin n \theta \, d\theta \right]$$

$$= \sum_{m=0}^{\infty} \left( a_{m} + \frac{a_{m}}{2} \right) \int_{0}^{\pi} \sqrt{1 - \sigma^{2} \sigma^{m} \cos \psi(\sigma)} \, d\sigma,$$  \hspace{1cm} (11-25)

since

$$\int_{0}^{\pi} \sin n \theta \sin \theta \, d\theta = \begin{cases} \pi/2, & n = 1 \\ 0, & n > 1 \\ \pi. & n = 0 \end{cases}$$

Another case of special interest is the induced drag. By Trefftz-plane considerations analogous to those that produced (7-43) we can work out

$$D_{l} = -\rho_{w} U_{w}^{2} / 2 \int_{s_{tip}}^{\infty} \Gamma(\sigma)v_{w}(\sigma) \, d\sigma.$$  \hspace{1cm} (11-26)
where \( \Gamma(s) = U_a \Delta \psi(s) \) is the circulation bound to the wing at station \( s \). Now \( \Gamma(s) \) can be calculated from the normal force \( N \) per unit \( s \)-distance and the pressure as

\[
\Gamma = \frac{N}{\rho U_a} = \frac{1}{\rho U_a} \int_{s}^{s_{\text{tip}}} \Delta p(x, s) \, dz = \ldots
\]

Also \( \psi_n(s) \) is the normal-wash in the wake as \( x \to \infty \). From the original kernel-function formulation with \( x \to \infty \) it works out to be

\[
\psi_n(s) = -\frac{1}{4\pi \rho U_a} \int_{s_{\text{tip}}}^{s} N(q)K_{\psi_n} \, dq,
\]

where

\[
K_{\psi_n} = \frac{1}{y^2} \left[ 4y^2 z_0 \sin[\psi(y) + \psi(y_1)] + 2y^2 [y_0^2 - z_0^2] \right] \times \left[ \cos \psi(y) \cos \psi(y_1) + \frac{y^2}{z_0^2} \sin \psi(y) \sin \psi(y_1) \right].
\]

Other reductions and simplifications are possible. An interesting discussion of drag minimization for single nonplanar surfaces has been published by Cone (1962).

11-5 Nonplanar Lifting Surfaces in Supersonic Flow

For analysing the corresponding problem by linearized theory at super­sonic Mach numbers, we rely entirely on the technique of supersonic aerodynamic influence coefficients (AIC's) and present only the general outlines of a feasible computational approach. Their only special virtue over other techniques is that they have been practically and successfully mechanized for a variety of steady and unsteady problems.

It should be pointed out first that there exists a formula for a supersonic pressure doublet analogous to the one that has been worked with in the preceding section [see Watkins and Berman (1956)]. This is quite difficult for manipulation, however, because of the law of forbidden signals and other wavelike discontinuities which occur. As a result, even the case of a planar lifting surface at supersonic speed has not been worked through completely and in all generality using pressure doublets. Rather, the problem has been handled by the sorts of special techniques described in Chapter 8. Examples of numerical generalization for arbitrary distributions of incidence will be found in Etkin (1955), Beane et al. (1963), and Pines et al. (1955).

For nonplanar wings, the method of AIC's has been developed and mechanized for the high-speed computer, but only in cases where two or more individually-plane surfaces intersect or otherwise interfere. Thus a three-dimensional biplane, T-tail or V-tail can be handled, but ring or channel wings remain to be studied.

In preparation for the interference problem, let us describe more thoroughly the procedure for a single surface that was outlined in Section 8-5. For simplicity, let the trailing edges be supersonic; but in the case of a subsonic leading edge the forward disturbed region of the \( x,y \)-plane is assumed to be extended by a diaphragm, where a condition of zero pressure (or potential) discontinuity must be enforced. This situation is illustrated in Fig. 11-6.

![Fig. 11-6. Plane wing in supersonic flow, illustrating the right wingtip diaphragm.](image-url)

For the disturbance potential anywhere in \( z \geq 0 \), (8-6) gives

\[
\varphi(x, y, z) = -\frac{1}{\pi} \iint \frac{w(x_1, y_1) \, dx_1 \, dy_1}{\sqrt{(z - z_1)^2 - B^2(y - y_1)^2 + z^2}}.
\]

The region \( \Sigma \) is the portion of the wing plus diaphragm area intercepted by the upstream Mach cone from \( (x, y, z) \). When \( z \to 0^+ \) so that \( \varphi \) is being calculated for a point \( P \) on the upper wing surface, \( \Sigma \) reduces to the area between the two forward Mach lines (see the figure).

Let us restrict ourselves to the lifting problem and let the wing have zero thickness. We know \( w(x_1, y_1) \) from the given mean-surface slope over that portion of \( \Sigma \) that does not consist of diaphragm; on the latter, \( w \) is unknown but a boundary condition \( \varphi = 0 \) applies. As illustrated in Figs. 8-15 and 8-16, let the wing and diaphragm be overlaid to the closest possible approximation with rectangular elementary areas ("boxes") having a chordwise dimension \( b_1 \) and spanwise dimension \( b_1/B \). In (11-29), introduce the transformation [cf. Zartarian and Hsu (1955)]

\[
(t, \xi_1) = \begin{pmatrix} x_1 \cr y_1 \end{pmatrix} \frac{1}{b_1} \begin{pmatrix} b_1 \cr b_1/B \end{pmatrix},
\]

\[
(t, \eta, \xi) = \begin{pmatrix} y \cr y_1 \end{pmatrix} \begin{pmatrix} b_1 \cr b_1/B \end{pmatrix}.
\]
One thus obtains something of the form

$$\varphi(\xi, \eta, \tau) = -\frac{b_1}{\pi B} \int \frac{w(\xi_1, \eta_1) \, d\xi_1 \, d\eta_1}{\sqrt{(\xi - \xi_1)^2 - (\eta - \eta_1)^2 + \tau^2}}.$$ \hspace{1cm} (11-31)

This simultaneously employs dimensionless independent variables and converts all supersonic flows to equivalent cases at $M = \sqrt{2}$. The Mach lines now lie at 45° to the direction of flight. The elementary areas, which had their diagonals parallel to the Mach lines in the $x,y$-plane, are thus deformed into squares.

Next let it be assumed that $w$ is a constant over each area element and equal to the value $w_{x, \mu}$ at the center. Both $v$ and $\mu$ are integers used to count the positions of these areas rearward and to the right from $v = 0$ and $\mu = 0$ at the origin of coordinates. With this further approximation, the potential may be written

$$\varphi(\xi, \eta, \tau) = -\frac{b_1}{B} \sum_{v, \mu} w_{x, \mu} \Phi_{v, \mu}(\xi, \eta, \tau),$$ \hspace{1cm} (11-32)

where the summation extends over all boxes and portions of boxes in the forward Mach cone. The definition of $\Phi_{v, \mu}$ as an integral over an area element is fairly obvious. For example, for a complete box

$$\Phi_{v, \mu} = \int_{(n-1/2)}^{(n+1/2)} \int_{(m-1/2)}^{(m+1/2)} \frac{d\xi_1 \, d\eta_1}{\sqrt{(\xi - \xi_1)^2 - (\eta - \eta_1)^2 + \tau^2}}.$$ \hspace{1cm} (11-33)

This can easily be worked out in closed form. The computation is mechanized by choosing $\xi$, $\eta$ (and possibly $\tau$) to be integers, corresponding to the centers of "receiving boxes." Thus, if we choose $\xi = m$, $\eta = m$, $\tau = \mu$, we get

$$\Phi_{v, \mu}(m, m, \mu) = \int_{(n-1/2)}^{(n+1/2)} \int_{(m-1/2)}^{(m+1/2)} \frac{d\xi_1 \, d\eta_1}{\sqrt{(n - \xi_1)^2 - (m - \eta_1)^2 + \mu^2}}$$

$$= \int_{(n-1/2)}^{(n+1/2)} \int_{(m-1/2)}^{(m+1/2)} \frac{d\xi_1 \, d\eta_1}{\sqrt{\xi_1^2 - \eta_1^2 - \mu^2}} = \Phi_{v, \mu}(m, m, \mu),$$ \hspace{1cm} (11-34)

where $\mu = m - \mu$, $\nu = n - \nu$. (Special forms apply for combinations of $v, \mu, \nu$ on the upstream Mach-cone boundary, which may be determined by taking the real part of the integral. Also $\Phi_{v, \mu, \nu} = 0$ when

$$\sqrt{\xi_1^2 - \eta_1^2 - \mu^2}$$

is imaginary throughout the range of integration.)

In a similar way, we can work out, for the vertical and horizontal velocity components in the field at a point $(n, m, \mu)$, expressions of the following forms:

$$v(n, m, \mu) = \sum_{v, \mu} w_{v, \mu} V_{v, \mu},$$

$$w(n, m, \mu) = \sum_{v, \mu} w_{v, \mu} W_{v, \mu}.$$ \hspace{1cm} (11-35)

The AIC's $V$ and $W$ involve differentiation of the $\Phi_{v, \mu}$ formulas with respect to $v$ and $\mu$, respectively, but they can be worked out without difficulty.

Now to find the load distribution on a single plane surface, we set $\mu = 0$ and order the elementary areas from front to back in a suitable way. The values of disturbance potentials at the centers of all these areas can then be expressed in the matrix form

$$(\varphi_{n, \mu}) = -\frac{b_1}{B} [\Phi_{v, \mu}](w_{v, \mu}).$$ \hspace{1cm} (11-36)

A suitable ordering of the areas consists of making use of the law of forbidden signals to assure that all numbers in the $\Phi_{v, \mu}$ are zero to the left and below the principal diagonal. It is known that $\varphi_{n, \mu} = 0$ at all box centers on the diaphragms, whereas $w_{v, \mu}$ is given at all points on the wing. The former information can be used to solve successively for the values of $w_{v, \mu}$ at the diaphragm, the computation being progressive and never requiring the inversion of a matrix.

Once $w_{v, \mu}$ is known for all centers on the wing and diaphragm, the complete distribution of $\varphi$ may be determined. From this, we can calculate the pressure distribution (which is antisymmetrical top to bottom) by the relatively inaccurate process of numerical differentiation. If only lift, moment, pressure drag, or some other generalized forces are needed, however, we find that these can be expressed entirely in terms of the potential discontinuity over the surface and along the trailing edge. Hence, the differentiation step can be avoided. Zartarian (1956) and Zartarian and Hsu (1955) provide many details.

Turning to the interfering surfaces, we illustrate the method by two examples.

1. The Biplane. Let us consider two supersonic wings, with associated diaphragm regions, separated by a distance $d$ in the $\tau$-direction (Fig. 11-7). Because there is a certain artificiality in the use of sources to represent the flow over the upper surface of each of these wings, some care must be
exercised in setting up the interference problem. We have found that the best way to avoid paradoxes is to focus on the two conditions:

(a) The streamlines must be parallel to the mean surface over the area of each wing.
(b) $\Delta \phi = 0$ must be enforced over each diaphragm ($\Delta \rho = 0$ on wake diaphragms).

These can be best be handled in the biplane case by placing additional sources over each wing-diaphragm combination, whose purpose is to cancel the upwash induced over one particular wing area due to the presence of the other wing. There is no need to be concerned with interfering upwash over the diaphragms, since the diaphragm is not a physical barrier and the interference upwash there does not cause any discontinuity of potential.

Having placed suitable patterns of square area elements over $S_U$ and $S_L$, respectively, in the absence of the interfering partner. Thus we obtain

$$\{\psi_U\} = - \frac{b_1}{B} [\Phi_{L, \pi}, 0] (\{w_U\} - \{w^*_U\}), \quad (11-39)$$

where the last column covers wing and diaphragm boxes but zeros are inserted for the latter. Similarly,

$$\{\psi_L\} = - \frac{b_1}{B} [\Phi_{L, \pi}, 0] (\{w_L\} - \{w^*_L\}). \quad (11-40)$$

Making appropriate substitutions for $w_{UL}^*$ and $w_{LU}^*$, we get

$$\{\psi_U\} = - \frac{b_1}{B} [\Phi_{L, \pi}, 0] (\{w_U\} - [W_{L, \pi}, d] \{w_L\}), \quad (11-41a)$$

$$\{\psi_L\} = - \frac{b_1}{B} [\Phi_{L, \pi}, 0] (\{w_L\} - [W_{L, \pi}, (-d)] \{w_U\}), \quad (11-41b)$$

where the meaning of the notation for $W^*$ is obvious in the light of the foregoing remarks.

We now have a set of coupled equations in $\psi$ and $w$. The values of $\psi$ are equated to zero at all diaphragm boxes, whereas $w$ is known at all wing boxes, so the system is determinate. A solution procedure, at least in principle, is straightforward.

2. Intersecting Vertical and Horizontal Stabilizers. Surfaces that interfere but are not parallel present no new conceptual difficulties. Once again, the source sheet representing the flow on one side of either surface is analyzed as if the other were not there, except that the mean-surface "normal-wash" distribution must be modified to account for interference. Thus, consider the empennage arrangement shown in Fig. 11-8. Diaphragms are shaded. The rightward sidewash at $S_V$ due to $S_U$ and its diaphragm is

$$\nu_{VH}(n, 0, l) = \sum_{r, h} (u_{V, r, h} V_{r, h, l}). \quad (11-42a)$$

Fig. 11-8. Intersecting supersonic surfaces.
Here \( \beta = m - \mu = 0 - \mu = -\mu \). The matrix abbreviation is

\[
\{v_{VH}\} = [V_{r,-s,l}](w_{H}).
\] (11-42b)

In a similar way, we find

\[ w_{HV}(n, m, 0) = - \sum_{r,s,l} (v_r)_{r,s,l}(V_{r,-s,l}) \] (11-43a)

or

\[
\{w_{HV}\} = - [V_{r,-s,l}](v_r).
\] (11-43b)

The potential formulas can then be written as follows and solved by substitutions like those discussed in the case of the biplane:

\[
(\phi_H) = - \frac{b_t}{B} (\Phi_{r,m,0})(w_{H}) - (w_{HV}),
\] (11-44a)

\[
(\phi_V) = - \frac{b_t}{B} (\Phi_{r,0,l})(v_r) - (v_{HV}).
\] (11-44b)

Other supersonic interference problems can be handled in a similar manner. In all cases, a computational scheme can be found to make the solutions for the lifting pressures a determinate problem. Together with some numerical results, a list of references reporting progress towards mechanization of the foregoing supersonic methods will be found in Ashley, Widnall, and Landahl (1965).
Many of the special physical features, and the associated analytical difficulties, of a transonic flow may be qualitatively understood by considering the simplest case of one-dimensional fluid motion in a stream tube. Combination of the Euler equation

$$U \frac{dU}{dx} = -\frac{1}{\rho} \frac{dp}{dx}$$

with the definition of the speed of sound

$$\left( \frac{dp}{\rho} \right)_{s} = a^2$$

and with the equation of continuity

$$\frac{d}{dx} (\rho US) = 0,$$

where $S(x)$ is the stream-tube area, yields after some manipulation

$$\frac{dp}{\rho U^2} = \frac{dS}{S[1 - (U^2/a^2)]}. \quad (12-1)$$

This relation shows that for $U/a = 1$ the flow will resist with an infinite force any stream-tube area changes, i.e., it will effectively make the flow incompressible to gross changes in the stream-tube area (but not to curvature changes or lateral displacement of a stream-tube pattern). Therefore, the crossflow in planes normal to the free-stream direction will tend to be incompressible, as in the case of the flow near a slender body, so that much of the analysis of Chapter 6 applies in the transonic range to configurations that are not necessarily slender. This point will be discussed further below. It is evident that because of the stream-tube area constraint, there will be a tendency for a stronger cross flow within the stream tube and hence the effect of finite span will be maximum near $M = 1$. From (12-1) it also follows that in order to avoid large perturbation pressures and hence high drag one should avoid large (and sudden) cross-sectional area changes, which in essence is the statement of the transonic area rule discussed in Chapter 6. For the same reason one can see that the boundary layer can have a substantial influence on a transonic pressure distribution, since it provides a region of low-speed flow which is less “stiff” to area changes and hence can act as a “buffer” smoothing out area changes.

From such one-dimensional flow considerations, one practical difficulty also becomes apparent, namely that of wind tunnel testing at transonic speeds. Although a flow of $M = 1$ can be obtained in the minimum-area section of a nozzle with a moderate pressure ratio, the addition of a model, however small, will change the area distribution so that the flow no longer will correspond to an unbounded one of sonic free-stream speed. This problem was solved in the early 1950’s with the development of slotted-wall wind tunnels in which the wall effects are eliminated or minimized by using partially open walls.

The main difficulty in the theoretical analysis of transonic flow is that the equations for small-disturbance flow are basically nonlinear, in contrast to those for subsonic and supersonic flow. This again may be surmised from equations like (12-1), because even a small velocity change caused by a pressure change will have a large effect on the pressure-area relation. So far, no satisfactory general method exists for solving the transonic small-perturbation equations. In the case of two-dimensional flow it is possible, through the interchange of dependent and independent...
variables, to transform the nonlinear equations into linear ones in the hodograph plane. However, solutions by the hodograph method have been obtained only for special simple airfoil shapes and, again, two-dimensional flow solutions are of rather limited practical usefulness for transonic speeds. For axisymmetric and three-dimensional flow, various approximate methods have been suggested, some of which will be discussed below.

12-2 Small-Perturbation Flow Equations

That the small-perturbation theory for sub- and supersonic flow breaks down at transonic speeds becomes evident from the linearized differential equations (5-29) and (6-21) for the perturbation potential, which in the limit of \( M \to 1 \) become

\[
\nabla \phi_{zz} = 0, \quad \text{for two-dimensional flow,} \quad (12-2)
\]

\[
\frac{1}{r} \phi_r + \phi_{rr} = 0, \quad \text{for axisymmetric flow.} \quad (12-3)
\]

Thus, both the inner and outer flows will be described by the same differential equation, and it will in general not be possible to satisfy the boundary condition of vanishing perturbation velocities at infinity. For transonic flow it will hence be necessary to consider a different expansion that retains at least one more term in the equation for the first-order outer flow.

In searching for such an expansion we may be guided by experiments. By testing airfoils, or bodies of revolution, of the same shape but different thickness ratios (affine bodies) in a sonic flow one will find that, as the thickness ratio is decreased, not only will the flow disturbances decrease, as would be expected, but also the disturbance pattern will persist to larger distances (see Fig. 12-4). This would suggest that the significant portion of the outer flow will recede farther and farther away from the body as its thickness tends towards zero. In order to preserve, in the limit of vanishing body thickness, those portions of the outer flow field in which the condition of vanishing flow perturbations is to be applied we must therefore "compress" this (in the mathematical sense). Taking first the case of a two-dimensional airfoil with thickness but no lift, we shall therefore consider an expansion of the following form:

\[
\Phi = U_0 [x + e \Phi_0(x, \xi) + e^2 \Phi_2(x, \xi) + \cdots] \quad (12-4)
\]

for the inner flow and

\[
\Phi^* = U_0 [x + e \Phi_0(x, \xi) + e^2 \Phi_2(x, \xi) + \cdots] \quad (12-5)
\]

for the outer flow. Here \( e \) is a small nondimensional parameter measuring the perturbation level and

\[
\xi = \delta z, \quad (12-6)
\]

with \( \delta \) being a function of \( e \) so that \( \delta \to 0 \) as \( e \to 0 \). Both \( e \) and \( \delta \) are related to the thickness ratio \( \tau \) of the airfoil in a way that will be determined subsequently. For the first term in the inner expansion we obtain upon substituting (12-4) into the differential equation (1-74) for \( \Phi \), and assuming \( 1 - M^2 = 0(e) \), the same equation as (12-2):

\[
\Phi_{zz} = 0. \quad (12-7)
\]

This result shows that the inner flow has a solution of the same form as in the previously considered sub- and supersonic flows, except that it is now valid in a larger region \( z = 0(1) \). Next, substitution of the outer expansion (12-5) into (1-74) and (1-67) gives

\[
[a^2 - U_0^2 - 2eU_0^2 \Phi_0 - e^2 U_0^2 (\Phi_0^2)_{zz} + e^2 \Phi_0^{(4)} \Phi_0^{(2)} + 2U_0^2 \delta \Phi_2 \Phi_0 \Phi_0^{(1)} + \text{higher order terms} = 0, \quad (12-8)
\]

where

\[
a^2 = a_0^2 - \frac{\gamma - 1}{\gamma} U_0^2 (2e \Phi_0 + e^2 (\Phi_0^2) + e^2 \delta^2 (\Phi_0^2)). \quad (12-9)
\]
By neglecting all terms of higher order in $\varepsilon$ or $\delta$ we may simplify these to

$$[1 - M^2 - \varepsilon M^2(\gamma + 1)\Phi_{iz}^2 + \delta^2 \Phi_{iz}^{1111} = 0] \quad (12-10)$$

In a transonic flow $1 - M^2 = O(\varepsilon)$ so that the first term is of order $\varepsilon$, and a nondegenerate equation is obtained by setting $\delta^2 \sim \varepsilon$. For later purposes it is convenient to choose

$$\delta = M \sqrt{\varepsilon(\gamma + 1)}, \quad (12-11)$$

in which case the differential equation (12-10) takes the form

$$- \left[ \frac{M^2 - 1}{eM^2(\gamma + 1)} + \Phi_{iz}^2 \right] \Phi_{iz}^{1111} + \Phi_{iz}^{111} = 0. \quad (12-12)$$

Notice that (12-12) is basically nonlinear and that the Mach number enters only through the transonic parameter

$$K_1 = \frac{M^2 - 1}{eM^2(\gamma + 1)}. \quad (12-13)$$

In order to relate $\varepsilon$ to the thickness ratio $\tau$ of the airfoil, we have to match the outer and inner flows. The inner solution, which is determined so as to satisfy the tangency condition on the airfoil surface, gives that

$$\Phi_{iz}^{1111}(x, 0 \pm \delta z) = \pm \tau \frac{dz}{dz}. \quad (12-14)$$

For the expansion to be meaningful in the limit of $\varepsilon \to 0$ we therefore set

$$\tau \sim \epsilon, \quad (12-15)$$

which, upon use of (12-11), gives

$$\epsilon = (\tau/M)^{2/3}(\gamma + 1)^{-1/3}. \quad (12-16)$$

The disturbance magnitude is thus of order $\tau^{2/3}$, which is to be compared with $\tau$ in the sub- and supersonic cases.

For the pressure on the airfoil we obtain, after series expansion and use of matching, that to first order

$$C_p = -2(\tau/M)^{2/3}(\gamma + 1)^{-1/3}\Phi_{iz}^{1111}(x, 0). \quad (12-17)$$

The expansion procedure having served its purpose, we may now, as usual, define a perturbation velocity potential $\phi = \Phi_{iz}^1$, and return to the original coordinates. This gives the following formulation of the transonic small-disturbance airfoil problem:

$$[1 - M^2 - M^2(\gamma + 1)\phi_x^2 + \phi_{zz} = 0, \quad (12-19)$$

$$\phi(x, 0 \pm \epsilon) = \pm \tau \frac{dz}{dz} \quad (12-20)$$

with the pressure coefficient on the airfoil given by

$$C_p = -2\phi(x, 0). \quad (12-21)$$

It should be noted that (12-19) describes correctly small-perturbation sub- and supersonic flows, as well, because then the nonlinear term becomes negligible. The nonlinearity in the transonic speed range is essential to the problem since the equation must correctly account for the mixed subsonic-supersonic character of the flow. The sign of the coefficient of the first term determines, to first order, whether the local Mach number is less than one (the sign is positive and the flow governed by an elliptical differential equation) or greater than one (the sign is negative and the differential equation hyperbolic).

For axisymmetric flow we may proceed in a similar way to seek series solutions of the forms

$$\Phi^{1111} = U_{1111}(x, r) + \varepsilon \Phi_{111}^{11}(x, r) + \varepsilon^2 \Phi_{111}^{111}(x, r) + \cdots \quad (12-22)$$

for the inner flow and

$$\Phi^{1111} = U_{1111}(x, \rho) + \varepsilon \Phi_{111}^{11}(x, \rho) + \varepsilon^2 \Phi_{111}^{111}(x, \rho) + \cdots \quad (12-23)$$

for the outer flow, where

$$\rho = \tau^2. \quad (12-24)$$

By substituting (12-23) into the differential equation for $\Phi$ we obtain, upon neglecting higher-order terms,

$$[1 - M^2 - \varepsilon M^2(\gamma + 1)\Phi_{iz}^2 + \delta^2 \Phi_{iz}^{1111} + \delta^2 \Phi_{iz}^{1111} + \delta^2 \Phi_{iz}^{1111} + \delta^2 \Phi_{iz}^{1111} = 0. \quad (12-25)$$

This process again leads to the choice (12-11) for $\delta$, and the differential equation thus becomes

$$- (K_1 + \Phi_{iz}^2)\Phi_{iz}^{1111} + \frac{1}{\rho} \Phi_{iz}^{1111} + \Phi_{iz}^{1111} = 0. \quad (12-26)$$

* The expansion procedure for axisymmetric flow was carried out in great detail by Cole and Messiter (1956).
with $K_1$ given by (12-13). The inner flow, as in the slender-body case, is this time found to be governed by

$$\frac{1}{r} \Phi_1' + \Phi_1'' = 0,$$

(12-27)

with the solution

$$\Phi_1'(x, r) = \frac{dR}{dx} = r \frac{dR}{dx},$$

(12-28)

By applying the limit matching principle to the radial velocity component we find that, with the choice

$$\varepsilon = r^2,$$

(12-29)

the boundary condition for the outer flow will read

$$\lim_{r \to 0} \varepsilon \Phi_1' = \frac{1}{2\pi} S'(x) \ln r + \mathcal{O} \left( \frac{1}{r^2} \right).$$

(12-30)

The perturbation velocity potential for the case of a slender axisymmetric body is thus of order $r^5$, as compared to $r^{2/3}$ for the two-dimensional case. Since the disturbances are of (at least) an order of magnitude smaller in the axisymmetric case for a given thickness ratio, one would expect the true transonic region to be correspondingly smaller than in the two-dimensional case. In the notation of the perturbation velocity potential the transonic flow around an axisymmetric body is governed by

$$\left[ 1 - M^2 - M^2 (\gamma + 1) \phi_2 \right] \phi_2 + \frac{1}{r} \phi_2 + \varphi_{rr} = 0,$$

(12-31)

with

$$\lim_{r \to 0} \frac{r \phi_2}{r} = \frac{1}{2\pi} S'(x),$$

(12-32)

$$C_p = -2 \phi_2 - \varphi_2^2.$$  

(12-33)

Next, we shall consider the flow around configurations that are not necessarily slender but which have the surface everywhere inclined at a small angle to the free stream appropriate to the small-disturbance assumption, so that the linearized boundary condition corresponding to (6-48) is applicable. Thus

$$\frac{\partial \Phi_1'}{\partial n} = \frac{dn}{dx} = \frac{d\eta}{d\zeta}$$

(12-34)

Instead of (12-27) we obtain this time

$$\Phi_1'' + \Phi_1' = 0.$$  

(12-35)
The matching will prescribe the normal velocity on the wing projection on $\tau = 0$, which in view of (12-38) will have all spanwise dimensions reduced by the factor $\delta$. Thus, if the limit of $\delta \to 0$, and hence $\delta \to 0$, is taken with the aspect ratio $A$ kept constant, the projection in the $x,y$-plane will have a reduced aspect ratio $A\delta$ that will shrink to zero in the limit, and the previous case with an axisymmetric outer flow is then recovered. In this case we therefore instead consider the limit of $\epsilon \to 0$ with $A \to \infty$ in such a manner that

$$A\delta = K_2$$

(12-40)

approaches a constant. The reduced aspect ratio will then be finite and equal to $K_2$. The matching procedure now parallels that for the two-dimensional flow and the choice (12-17) for $\epsilon$ gives the boundary condition

$$\Phi_I(x, y, 0\pm) = \pm \frac{\partial}{\partial x}$$

(12-41)

to be satisfied on the wing projection of reduced aspect ratio

$$K_2 = \tau^{1/3} A M^{2/3}(\gamma + 1)^{1/3}.$$  

(12-42)

Thus, the solution in this case depends on two transonic parameters $K_1$ and $K_2$. The previous case, for which the transonic equivalence rule holds, may be considered the limiting solution when

$$K_2 \to 0.$$  

As the approach to zero is made the solution defined by (12-39) and (12-41) becomes, in the limit, proportional to $K_2 \ln K_2$. The two-dimensional case described by (12-12)–(12-14), or (12-19)–(12-21), is obtained as the limit of

$$K_2 \to \infty.$$  

The most general transonic small-perturbation equation is thus

$$[1 + \tau^2 M^2 - M^2(\gamma + 1)\sigma_{xx} + \sigma_{yy} + \sigma_{zz} = 0,$$

(12-43)

with the boundary condition in case of a thin wing

$$\sigma_x(x, y, 0\pm) = \pm \frac{\partial}{\partial x}$$

(12-44)

on wing projection $S_w$. The pressure is given by (12-21) for a thin wing and by

$$C_p = -2\sigma_x - \sigma_y - \sigma_z$$

(12-45)

for a slender configuration.

12-3 Similarity Rules

The first-order terms in the series expansion considered above provide similarity rules to relate the flow around affine bodies. Taking first the two-dimensional case, we see from (12-18) that the reduced pressure coefficient

$$C_p = \frac{[M^2(\gamma + 1)]^{1/3}}{\tau^{2/3}} C_p$$

(12-46)

must be a function of $x/c$ ($c =$ chord) and the parameter

$$K_1 = \frac{M^2 - 1}{\epsilon M^2(\gamma + 1)} = \frac{M^2 + 1}{[M^2(\gamma + 1)]^{2/3}}$$

(12-47)

only. This conclusion follows because the solution must be independent of scale (see Section 1-4) and $K_1$ is the only parameter that enters the boundary value problem defined by (12-12) and (12-15).

The total drag is obtained by integrating the pressure times the airfoil slope, which leads in a similar way to the result that

$$C_D = \frac{[M^2(\gamma + 1)]^{1/3}}{\tau^{2/3}} C_D$$

(12-48)

must be a function of $K_1$ only. The additional factor of $\tau$ enters because the slope is proportional to $\tau$. Of course, (12-48) holds only for the wave drag, so that in order to use it to correlate measurements, the friction drag must be subtracted out. Such an application to biconvex-airfoil drag measurements by Michel, Marehaut, and LeGallo (1953) is illustrated in Fig. 12-5. As may be seen, the drag coefficients for the various airfoil thicknesses, when reduced this way, fall essentially on one single curve, thus confirming the validity of (12-48), and hence the small-perturbation equations.

Transonic similarity rules for two-dimensional flow were first derived by von Kármán (1947b) and Oswatitsch (1947). These rules also included the lifting case.

Rules for a slender body of revolution were formulated by Oswatitsch and Berndt (1950). There is an additional difficulty in this case associated with the logarithmic singularity at the axis. It follows from the formulation (12-26)–(12-30) for the outer flow and the matching to the inner flow
as given by (12-28) that, near the body,

$$\Phi^*_I = \frac{1}{2\pi} \mathcal{S}'(x) \ln \rho + \eta(x).$$

(12-49)

The transonic parameter

$$K_1 = \frac{M^2 - 1}{\rho M^2 (\gamma + 1)} = \frac{M^2 - 1}{M^2 \gamma (\gamma + 1)}$$

(12-50)

thus enters into $$\eta_I$$ only. By using (12-33) to calculate the pressure coefficient we find that, on the body,

$$C_p = -2\tau^2 \left[ \frac{1}{2\pi} \mathcal{S}'(x) \ln \left( \frac{\tau^2 M \sqrt{\gamma + 1}}{R} \right) + \eta'(x) + \frac{1}{2}(R)^2 \right],$$

(12-51)

where $$R(x) = R(x)/\tau$$. Thus,

$$\mathcal{C}'_p = \frac{1}{r^2} C_p + \frac{1}{\pi} \mathcal{S}'(x) \ln \left( \frac{\tau^2 M \sqrt{\gamma + 1}}{R} \right)$$

(12-52)

is a function of $$K_1$$ and $$x/l$$ only. An application of (12-52) to correlate the measured pressures on two bodies of different thickness ratios, carried out by Drougge (1959), is shown in Fig. 12-6. As may be seen, the correlation is almost perfect, except at the rearmost portions of the bodies where boundary layer separation occurs.

From (12-52) one can also construct an expression for the drag, as shown in the original paper by Oswatitsch and Berndt (1950). They found that

$$D = \Phi^*_D + \frac{1}{\pi} \mathcal{S}'(0)^2 \ln \left( \frac{\tau^2 M \sqrt{\gamma + 1}}{R} \right)$$

(12-53)

must be a function of $$K_1$$ only.

\[
\begin{align*}
\Phi^*_I = \frac{1}{2\pi} \mathcal{S}'(x) \ln \rho + \eta(x). \\
K_1 = \frac{M^2 - 1}{\rho M^2 (\gamma + 1)} = \frac{M^2 - 1}{M^2 \gamma (\gamma + 1)} \\
C_p = -2\tau^2 \left[ \frac{1}{2\pi} \mathcal{S}'(x) \ln \left( \frac{\tau^2 M \sqrt{\gamma + 1}}{R} \right) + \eta'(x) + \frac{1}{2}(R)^2 \right], \\
\mathcal{C}'_p = \frac{1}{r^2} C_p + \frac{1}{\pi} \mathcal{S}'(x) \ln \left( \frac{\tau^2 M \sqrt{\gamma + 1}}{R} \right) \\
D = \Phi^*_D + \frac{1}{\pi} \mathcal{S}'(0)^2 \ln \left( \frac{\tau^2 M \sqrt{\gamma + 1}}{R} \right)
\end{align*}
\]
where $K_1$ is given by (12-47). The quantities $\overline{u}$ and $\overline{w}$ represent (to first order), with appropriate constants, the components of the difference between the local velocity and the speed of sound. Thus, on the sonic line

$$\overline{u} = 0,$$  \hspace{1cm} (12-55)

with $\overline{w}$ taking on any value, and

$$\overline{u} = K_1, \quad \overline{w} = 0$$  \hspace{1cm} (12-56)
at infinity.

We may then write (12-12) with the aid of the condition of irrotationality as follows:

$$-\overline{u}_x + \overline{w}_t = 0, \hspace{1cm} (12-57)$$

$$\overline{w}_t = \overline{w}_x.$$  \hspace{1cm} (12-58)

We shall now transform this system so that $\overline{u}$ and $\overline{w}$ appear as the dependent variables. For this purpose we introduce a function $\psi(\overline{u}, \overline{w})$ such that

$$x = \psi_\overline{w},$$  \hspace{1cm} (12-59)

$$\zeta = \psi_{\overline{u}}.$$  \hspace{1cm} (12-60)

It will be shown subsequently that the irrotationality condition (12-58) is thereby automatically satisfied. For from (12-59) and (12-60) it follows that

$$dx = \psi_\overline{w} d\overline{u} + \psi_{\overline{u}} d\overline{w},$$  \hspace{1cm} (12-61)

$$d\zeta = \psi_\overline{w} d\overline{u} + \psi_{\overline{u}} d\overline{w},$$  \hspace{1cm} (12-62)

which show that $dx = 0$ for

$$d\overline{u} = -\left(\psi_\overline{u}/\psi_{\overline{w}}\right) d\overline{w},$$  \hspace{1cm} (12-63)

and that $d\zeta = 0$ for

$$d\overline{u} = -d\overline{w}(\psi_{\overline{u}}/\psi_{\overline{w}}).$$  \hspace{1cm} (12-64)

Thus

$$\overline{u}_t = \frac{d\overline{u}}{d\zeta} \bigg|_{d\zeta = 0} = \frac{d\overline{u}}{\overline{u}} = \frac{\psi_{\overline{u}}}{\overline{u}} - \frac{\psi_{\overline{w}}(\psi_{\overline{u}}/\psi_{\overline{w}})}{d\overline{w}} = -\frac{\psi_{\overline{w}}}{D},$$  \hspace{1cm} (12-65)

where

$$D = \psi_{\overline{u}}\psi_{\overline{w}} - (\psi_{\overline{w}})^2$$
is the functional determinant (Jacobian).

Similarly, it is found by use of (12-64) that

$$\overline{w}_t = \frac{d\overline{u}}{d\overline{u}} = -\frac{\psi_{\overline{u}}}{D},$$  \hspace{1cm} (12-66)

which confirms (12-58).

Proceeding in this manner we find that

$$\overline{u}_t = \psi_{\overline{w}}/D$$  \hspace{1cm} (12-67)

and

$$\overline{w}_t = \psi_{\overline{u}}/D.$$  \hspace{1cm} (12-68)

Hence (12-67) transforms to

$$-\psi_{\overline{w}} + \psi_{\overline{u}} = 0,$$  \hspace{1cm} (12-69)

which is known as Tricomi's equation after Tricomi (1923), who first investigated its properties. It is seen that the linear equation (12-69) preserves the mixed subsonic-supersonic character of the original equation because it is hyperbolic for $\overline{u} > 0$ and elliptic for $\overline{u} < 0$. However, the linearization of the equation has not been bought without considerable sacrifice to the simplicity in the application of the boundary conditions. In fact, solutions have so far been obtained only for some very simple shapes.

To illustrate the difficulties involved, the boundary conditions for a simple wedge are formulated in Fig. 12-7. The case of a subsonic free stream for which $K_1 < 0$ is illustrated. In view of (12-54) the point $\overline{u} = K_1, \overline{w} = 0$ represents infinity in the physical flow field so that, following

\hspace{1cm}FIG. 12-7. The transonic flow around a nonlifting single wedge.
the definitions (12-59) and (12-60), the derivatives of \( \psi \) must be infinite at this point, i.e., the solution must have a singularity at \((K_1, 0)\). The form of this may be determined from the linearized subsonic solution, except for \( M = 1 \) which requires special treatment.

The transonic wedge solution has been worked out for \( M \) less than unity by Cole (1951) and by Yoshihara (1956), for \( M = 1 \) by Guderley and Yoshihara (1950), and for \( M > 1 \) by Vincenti and Wagoner (1952). The results for the drag coefficient are plotted in Fig. 12-8 together with experimental data obtained by Bryson (1952) and Liepmann and Bryson (1950). As seen, the agreement is excellent.

\[
\text{CD} = \frac{C_D}{\rho U^2} \sim \frac{K_1}{\sqrt{1 - M^2}}
\]

The hodograph method is not very useful for axisymmetric flow, since the factor \( 1/\rho \) in the second term of (12-26) makes the equation still nonlinear after transformation to the hodograph plane. Because of such limitations, a considerable effort has been expended in finding methods that work directly in the physical plane. The solutions developed so far are all based on one or more approximations. In the method for two-dimensional flow proposed by Oswatitsch (1955) and developed in detail by Gullstrand (1951), the differential equation is rewritten as an integral equation by the aid of Green's theorem, and the nonlinear term is approximated under the implicit assumption that the value of an integral is less sensitive to errors in the approximations than is a derivative. Further improvements in this method have been introduced by Spreiter and Alksne (1955).

An approximation of a radically different kind was suggested by Oswatitsch and Keune (1955a) for treating the flow on the forward portion of a body of revolution at \( M = 1 \). In the differential equation (12-31) for \( M = 1 \),

\[
-(\gamma + 1)\psi \frac{\partial \psi}{\partial r} + \frac{1}{r} \psi_r + \phi_r = 0,
\]

the nonlinear term was approximated by

\[
(\gamma + 1)\psi \frac{\partial \psi}{\partial r} = \lambda_p \psi.
\]

where the constant \( \lambda_p \) is to be suitably chosen. The justification of this approximation is that on the forward portion of the body the flow is found to be everywhere accelerating at a fairly constant rate. Also, the resulting differential equation is parabolic, which intuitively is satisfying as an intermediate type between the elliptic and hyperbolic ones. The constant \( \lambda_p \) was chosen arbitrarily (but in a way consistent with the similarity law) so as to give good agreement with the measured pressure distribution in one case, and it was proposed to use this as a universal value in other cases.

![Fig. 12-8. Theoretical and experimental results for the drag of single-wedge airfoils. (From Spreiter and Alksne, 1958. Courtesy of the National Aeronautics and Space Administration.)](image)

![Fig. 12-9. Pressure distribution on a cone cylinder at \( M = 1 \). (From Spreiter and Alksne, 1959. Courtesy of National Aeronautics and Space Administration.)](image)
Maeder and Thommen (1956) also used the approximation (12-71) for flows with $M$ slightly different from unity and suggested a new, but still arbitrary, rule for determining $\lambda_p$.

An interesting extension of Oswatitsch's method, which removes the arbitrariness in selecting $\lambda_p$, has been presented by Spreiter and Alksne (1959). In this the parabolic equation resulting from the approximation (12-71) is first solved assuming $\lambda_p$ constant, and the value of $u = \phi_x$ is calculated on the body. Now $(\gamma + 1)u_x$ is restored in place of $\lambda_p$ and a nonlinear differential equation of first order is obtained for $u$, which may be solved numerically. As an example, the pressure distribution on a slender cone-cylinder calculated this way is shown in Fig. 12-9 together with values obtained from the theory by Oswatitsch and Keune (1955) and measured values. As seen, the agreement with the improved theory is excellent and considerably better than with the original one.

Spreiter and Alksne (1958) also employed this technique with considerable success for two-dimensional flow, and for flows that have a Mach number slightly different from unity. In the latter case they replaced the nonlinear term

$$[1 - M^2 - M^2(\gamma + 1)\phi_x] \phi_{xx}$$

(12-72)

by

$$\lambda \phi_{xx}$$

(12-73)

and proceeded similarly to solve the resulting linear equation with $\lambda$ constant. Thereupon (12-72) was reinserted into the answer, producing a nonlinear first-order differential equation for $u = \phi_x$ as before. They were able to show that in the two-dimensional supersonic case, this gave an answer that was identical to that given by simple-wave theory.

13 Unsteady Flow

13-1 Statement of the Problem

 Chapters 4 through 12 have dealt with aerodynamic loading due to uniform flight of wings and bodies. Obviously no air vehicle remains indefinitely bathed in steady flow, but this idealization is justified on the basis that the time constants of unsteady motion are often very long compared to the interval required for transients in the fluid to die down to imperceptible levels. There exist important phenomena, however, where unsteadiness cannot be overlooked; rapid maneuvers, response to atmospheric turbulence, and flutter are familiar instances. We therefore end this book with a short review of some significant results on time-dependent loading of wings. These examples merely typify the extensive research that has lately been devoted to unsteady flow theory, both linearized and more exact. We hope that the reader will be able to construct parallels with steady-state counterparts and thus prepare himself to read the literature on oscillating nonplanar configurations, slender bodies, etc.

Let irrotationality be assumed, under the limitations set forth in Sections 1-1 and 1-7. The kinematics of the unsteady field are then fully described by a velocity potential $\Phi$, governed by the differential equation (1-74), from which the speed of sound is formally eliminated using (1-67). (We let $\mathcal{Q} = 0$ here.) Pressure distributions and generalized aerodynamic forces follow from (1-64).

![Fig. 13-1. A thin wing executing small motions normal to its mean plane.](image)
Flow disturbances in a uniform stream

\( \Phi^0 = U w x \)  

(13-1)

are generated by a thin lifting surface (Fig. 13-1), which is performing rapid, small displacements in a direction generally normal to its \( x,y \)-plane projection. Thus the wing might be vibrating elastically, undergoing sudden roll or pitch aerobatics, or an encounter with gusty air might give rise to a situation mathematically and physically analogous to vibrations.

With \( z_u \) and \( z_l \) as given functions of position and time, we have no difficulty in reasoning that the boundary conditions which generalize the steady-state requirement of flow tangency at the surface (cf. 5-5) read as follows:

\[
\Phi_u(x, y, z_u, t) = \frac{\partial z_u}{\partial x} \Phi_u(x, y, y, t) + \frac{\partial z_u}{\partial y} \Phi_y(x, y, z_u, t) + \frac{\partial z_u}{\partial t} \\
\Phi_u(x, y, z_l, t) = \frac{\partial z_l}{\partial x} \Phi_u(x, y, y, t) + \frac{\partial z_l}{\partial y} \Phi_y(x, y, z_l, t) + \frac{\partial z_l}{\partial t}
\]

(13-2)

for \((x, y)\) on \( S \). There is the usual auxiliary condition of vanishing disturbances at points remote from the wing and its wake, but for \textit{compressible} fluid this must be refined to ensure that such disturbances behave like outward-propagating waves. The Kutta-Joukowsky hypothesis of continuous pressure at subsonic trailing edges is also applied, although we should observe that recent evidence (Ransleben and Abramson, 1962) has cast some doubt on its validity for cases of high-frequency oscillation.

Provided that there are no time-dependent variations of profile thickness, the upper and lower surface coordinates can be given by

\[
z_u = \epsilon \Phi_u(x, y, t) = \epsilon \Phi_u(x, y) + \delta \Phi_u(x, y, t) \\
z_l = \delta \Phi_l(x, y, t) = -\epsilon \Phi_u(x, y) + \delta \Phi_u(x, y, t)
\]

(13-3)

Here \( \epsilon \) is a dimensionless small parameter measuring the maximum crosswise extension of the wing, including the space occupied by its unsteady displacement. Angle of attack \( \alpha \) (5-1) can be thought of as encompassed by the \( \delta \)-term; \( \delta \Phi \) and \( \delta \Phi \) are smooth functions as in steady motion; their \( x \)- and \( y \)-derivatives are everywhere of order unity; the \( t \)-derivative of \( \delta \Phi \) will be discussed below.

Recognizing that in the limit \( \epsilon \to 0 \) the wing collapses to the \( x,y \)-plane and the perturbation vanishes, we shall seek the leading terms by the method of matched asymptotic expansions. Let the inner and outer series be written

\[
\Phi^0 = U_w[x + \Phi^0_1(x, y, z, t) + \cdots],
\]

(13-4)

\[
\Phi^1 = U_w[x + \Phi^1_1(x, y, z, t) + \cdots]
\]

(13-5)

where

\[
t = z/\epsilon,
\]

(13-6)

as in earlier developments. The presence of a uniform stream, which is clearly a solution of (1-74), has already been recognized in the zeroth-order terms in (13-4) and (13-5).

When we insert (13-3) into (13-2), a new question arises as to the size of \( \delta \Phi_u/\delta t \), that is of \( \partial \Phi_u/\delta t \). These derivatives may normally be expected to control the orders of magnitude of the time derivatives of \( \Phi \). Hence of the terms that must be retained when (13-4)–(13-5) are substituted into (13-74). Here we shall avoid the complexities of this issue by requiring time and space rates of change to be of comparable magnitudes. For example, within the framework of linearized theory a sinusoidal oscillation can be represented by

\[
\Phi(x, y, t) = \Phi(x, y) e^{i\omega t}.
\]

(13-7)

The combination of (13-7) with (13-2), followed by a nondimensionalization of \( \Phi \) and \( \Phi \) through division by \( U_w \) and typical length \( L \), respectively, produces a term containing the factor

\[
k = \frac{\omega L}{u}
\]

(13-8)

Here \( k \) is known as the reduced frequency and our present intention is to specify that \( k = O(1) \). For the rich variety of further reductions, even within the linearized framework, that result from other specifications on the magnitudes of \( k, M, \) etc., we cite Table I, Chapter 1 of the book by Miles (1959).

With the foregoing limitation on sizes of time derivatives, we find that the development of small-perturbation unsteady flow theory parallels the steps (5-6) through (5-31) quite closely. Thus the condition that vertical velocity \( W \) must vanish as \( \epsilon \to 0 \) shows, as in (5-12), that \( \Phi^0 \) must be independent of \( z \), say

\[
\Phi^0 = \Phi_1(x, y, t).
\]

(13-9)

By combining (13-3) with (13-2), we conclude that \( \Phi^0_1 \) is the first term to possess a nonzero boundary condition,

\[
\left\{ \begin{array}{l}
\Phi^0_1 = \frac{\partial \Phi^0_1}{\partial x} + \frac{1}{U_w} \frac{\partial \Phi^0_1}{\partial t} \quad \text{at} \quad z = z_u \\
\Phi^0_1 = \frac{\partial \Phi^0_1}{\partial x} + \frac{1}{U_w} \frac{\partial \Phi^0_1}{\partial t} \quad \text{at} \quad z = z_l
\end{array} \right. \]  

(13-10)

for \((x, y)\) on \( S \). The notation is commonly used in connection with mechanical or electrical vibrations and implies that the real (or imaginary) part of the right-hand side must be taken in order to recover the physical quantity of interest. Here \( \delta \Phi \) is a complex function of position and allows for phase shifts between displacements of different points.
The differential equation
\[ \Phi_{2zz} = 0 \]  
(13-11)
requires a solution linear in \( z \); thus
\[ \Phi_i = \left( \frac{\partial \Phi_i}{\partial z} + \frac{1}{U_o} \frac{\partial \Phi_i}{\partial t} \right) + g_2(x, y, t), \]
(13-12)
for \( z \geq \ell \), with a similar form below the lower surface. As in steady flow, the \( z \)-velocities are seen to remain unchanged along vertical lines through the inner field, and it will be shown to serve as a "cushion" that transmits both \( W \) and pressure directly from the outer field to the wing.

It is an easy matter to extract the linear terms from (1-74) and derive the first-order outer differential equation
\[ (1 - M^2)\phi_{zzz} + \phi_{yzz} + \phi_{zzx} - \frac{2M^2}{U_o} \phi_{zz} - M^2 \phi_{zz} = 0. \]  
(13-13)
By matching with \( W \) derived from (13-12), we obtain indirectly the boundary conditions:
\[ \Phi_i(x, y, 0+, t) = \left( \frac{\partial \Phi_i}{\partial z} + \frac{1}{U_o} \frac{\partial \Phi_i}{\partial t} \right) \]  
for \((x, y)\) on \( S \).  
(13-14)
\[ \Phi_i(x, y, 0-, t) = \left( \frac{\partial \Phi_i}{\partial z} + \frac{1}{U_o} \frac{\partial \Phi_i}{\partial t} \right) \]  
Moreover, matching \( \Phi \) itself identifies \( g_1 \) with the potential \( \phi_i \) at the inner limits \( z = 0 \).

The linearity of \( \phi_i \) on \( \ell \) and \( \ell_i \) evident from (13-14), suggests that, in a small-perturbation solution which does not proceed beyond first order in \( \epsilon \), we should deal separately with those portions of the flow that are symmetrical and antisymmetrical in \( z \) [cf. (5-32) or Sections 7-2 through 7-3]. Indeed, one may even isolate that part of \( h(x, y, t) \) from (13-3) that is both symmetrical and time-dependent. This we do, realizing that the small-perturbation Bernoulli equation again contains linear terms when used in connection with unsteady motion of slender bodies rather than wings.

13-2 Two-Dimensional, Constant-Density Flow

The best-known of the classical solutions for unsteady loading is the one, found almost simultaneously by five or six authors in the mid-1930's, for the oscillating thin airfoil at \( M = 0 \). In this case of nearly constant density, \( \Phi \) and \( \varphi \) disappear between the steady and unsteady problems because the flow must satisfy a two-dimensional Laplace equation
\[ \varphi_{xx} + \varphi_{yy} = 0. \]  
(13-19)
We may accordingly rely quite heavily on the results for a steadily lifting airfoil from Section 5-3, particularly on (5-58) and (5-73), which supply the needed inversion for the oscillatory integral equation while simultaneously enforcing Kutta's condition at the trailing edge.

With the lifting surface paralleling the \( x,y \)-plane between \( x = 0 \) and \( c \), it can be assumed from (13-17) that \( \varphi(x, 0, t) \) is known over that area and given by (dimensionless)
\[ w_0(x, t) = w_0(x)e^{iut} \]  
for \( 0 \leq x \leq c \).  
(13-20)

The perturbation field has \( \varphi \) and \( u \) antisymmetric in \( z \), and allowance must be made for \( \varphi \)-discontinuities through the \( x,y \)-plane for \( x > 0 \). Hence, (13-19) and all other conditions can be satisfied by a vortex sheet similar to the one described by (5-58) but extended downstream by replacing the upper limit with infinity. Equations (13-17) and (13-20) are introduced through
\[ w_0(x, t) = -\frac{1}{2\pi} \int_0^\infty \frac{\gamma(x_1, t)}{z - x_1} dx_1 \]  
for \( 0 \leq z \leq c \).  
(13-21)
where
\[ \gamma = u(x, 0+, t) - u(x, 0-, t) = 2u(x, 0+, t). \]  
(13-22)
For later convenience, we define an integrated vortex strength

$$\Gamma(x, t) = \int_0^x \gamma(x_1, t) \, dx_1 = 2 \int_0^x \varphi(x_1, 0+, t) \, dx_1$$

$$= 2 \varphi(x, 0+, t), \quad (13-23)$$

and note that $\Gamma(c, t)$ is the instantaneous circulation bound to the airfoil.

From (13-18) and the antisymmetry of $\varphi_1$ in $z$, we deduce that a (physically impossible) discontinuity of pressure through the wake is avoided only if

$$\varphi_z + \frac{1}{U_\infty} \varphi_t = 0, \quad (13-24)$$

for $x > c$ along $z = 0+$. Equation (13-24) is a partial differential expression for $\varphi(x, 0+, t)$, which is solved subject to continuity of $\varphi$ at the trailing edge by

$$\varphi(x, 0+, t) = \varphi(c, 0+, t) - \frac{x - c}{U_\infty}. \quad (13-25)$$

From (13-23) and (13-25) are derived the further relations for the wake:

$$\Gamma(x, t) = \Gamma(c, t) - \frac{x - c}{U_\infty} \varphi(c, 0+, t), \quad (13-26)$$

$$\gamma(x, t) = -\frac{1}{U_\infty} \Gamma_t(c, t) - \frac{x - c}{U_\infty}. \quad (13-27)$$

Equation (13-27) has the obvious interpretation that wake vortex elements are convected downstream approximately at the flight speed $U_\infty$, after being shed as countervortices from the trailing edge at a rate equal to the variation of bound circulation.

We next introduce (13-27) into (13-21) and use the assumption that a linear, simple harmonic process has been going on indefinitely to replace all dependent variables with sinusoidal counterparts and cancel the common factor $e^{i\omega t}$:

$$\tilde{\psi}_0(x) = -\frac{1}{2\pi} \int_0^c \frac{\gamma(x_1) \, dx_1}{x - x_1} + \psi(x), \quad (13-28a)$$

where

$$\psi(x) = \frac{i \omega}{2\pi} \Gamma(c) \int_c^x \frac{e^{-i(\omega/U_\infty)(x_1 - c)}}{x - x_1} \, dx_1. \quad (13-28b)$$

*If dimensionless $x$-variables are adopted in (13-28), based on reference length $l = c/2$, it is clear how the aforementioned $k = \omega c/2U_\infty$ will arise as one parameter of the problem.
is seen to be properly convergent because the integrand vanishes as \( x_1 \to \infty \). It is most easily evaluated by defining \( \xi = (2x_1/c) - 1 \) to give
\[
I_2 = \frac{e^{ik}}{4} \int_1^\infty e^{-i\xi} \left[ 1 - \sqrt{\frac{\xi + 1}{\xi - 1}} \right] d\xi. \tag{13-36}
\]
The first term in the (13-36) brackets is straightforward, whereas the second may be identified with certain infinite integrals listed by Watson (1948):
\[
\int_1^\infty \frac{e^{-i\xi}}{\sqrt{\xi - 1}} d\xi = \int_1^\infty \frac{e^{-i\xi}}{\sqrt{\xi^2 - 1}} d\xi
\quad + \int_1^\infty \frac{e^{-i\xi}}{\sqrt{\xi^2 - 1}} d\xi = - \frac{\pi}{2} H_1^{(2)}(k) - i \frac{\pi}{2} H_0^{(2)}(k), \tag{13-37}
\]
\( H_j^{(2)} \) being the Hankel function of the second kind and order \( n \). It should be noted that, for reasons of convergence, Watson limits the imaginary part of \( k \) in (13-37) to be less than zero. For use in (13-36), the result may be analytically continued to purely real values of \( k \), however,
\[
I_2 = \frac{e^{ik}}{4} \left[ \frac{\pi}{2} e^{ik} H_1^{(2)}(k) + iH_0^{(2)}(k) \right] + \frac{1}{2ik}. \tag{13-38}
\]
When \( I_1 \) and \( I_2 \) are substituted into the weighted integral of (13-28a), we obtain
\[
\tilde{\Phi}(c) = \frac{4e^{-ik} \int_0^\infty \sqrt{\frac{c - x}{c - x_1}} \phi_0(x) \, dx}{\pi ik[H_1^{(2)}(k) + iH_0^{(2)}(k)]}. \tag{13-39}
\]
(Incidentally, the appearance of \( k = \omega c/2U_\infty \) as argument in (13-39) and below explains the choice of \( c/2 \) as the "natural" reference length for subsonic unsteady problems of this kind.) Returning to (13-28a), we use (13-29) to express a formal solution analogous to (5-73):
\[
\tilde{\Phi}(c) = \frac{2}{\pi} \sqrt{\frac{c - x}{c - x_1}} \phi_0(x_1) \left[ \frac{x_1}{x - x_1} \right] \frac{\phi_0(x) - \phi_0(x_1)}{x - x_1} \, dx_1. \tag{13-40}
\]
Through (13-39), (13-18), and (13-23) we are now able to work out the pressure distribution, lift, moment, etc. due to any motion of the airfoil. There is a somewhat more efficient way of presenting these results than has appeared in the literature, however, and we devote a few lines to describing it.

Let us define an auxiliary function, connected to \( \phi_0 \) as is \( \tilde{\Phi} \) to \( \tilde{\Phi} \):
\[
\tilde{\phi}(c) = \int_0^c \phi_0(x_1) \, dx_1 = - \frac{1}{2\pi} \int_0^c \tilde{\Phi}(x_2) \frac{\phi_0(x_1)}{x_1 - x_2} \, dx_2 \, dx_1. \tag{13-41}
\]

The last integral here, being improper, is evaluated by replacing the infinite limit with \( R \), inverting order, and letting \( R \to \infty \):
\[
\int_0^c \int_0^R \phi_0(x_1) \, dx_1 \, dx_2 = \int_0^R \phi_0(x_2) \int_0^c \frac{\phi_0(x_1)}{x_1 - x_2} \, dx_2 \, dx_1 = \int_0^c \phi_0(x_2) \int_0^R \frac{\phi_0(x_1)}{x_1 - x_2} \, dx_1 \, dx_2.
\]
and
\[
+ \int_0^R \phi_0(x_2) \, dx_2 = \int_0^c \phi_0(x_2) \, dx_2 + 2\pi A, \tag{13-42}
\]
where
\[
A = \frac{1}{2\pi} \int_0^\infty \phi_0(x_1) \, dx_1. \tag{13-43}
\]
The limit has, of course, been inserted before the last member of (13-42), and \( x_2 \) is replaced by \( x_1 \) as dummy variable. No principal value need be taken in the integral defining \( A \), because \( \phi_0 \) vanishes at the leading edge as \( x_1 \to 0 \), leaving only an integrable singularity.

Thus we obtain
\[
\tilde{\phi}(c) = - \frac{1}{2\pi} \int_0^c \phi_0(x_1) \, dx_1 - A. \tag{13-44}
\]

The next step is to construct \( \phi_0 + i \frac{\omega}{U_\infty} \tilde{\phi} = - \frac{1}{2\pi} \int_0^c \phi_0(x_1) \, dx_1 + i\frac{\omega}{U_\infty} \int_0^c \frac{\phi_0(x_1)}{x_1 - x_1} \, dx_1 - i\frac{\omega A}{U_\infty}, \tag{13-45}
\]
and to notice from (13-18), (13-22), and (13-23) that the dimensionless pressure jump through the \( x \)-axis, positive in a sense to produce upward loading, is
\[
\Delta C_p(x, t) = \Delta \phi_0(x) e^{i\omega t} = \left[ 2\tilde{\phi}(x) + 2i \frac{\omega \tilde{\phi}(x)}{U_\infty} \right] e^{i\omega t}. \tag{13-46}
\]
In view of the vanishing of \( \Delta C_p \) for \( x > c \), (13-45) becomes
\[
\phi_0 + i \frac{\omega}{U_\infty} \tilde{\phi} = - \frac{1}{2\pi} \int_0^c \frac{\Delta C_p(x)}{x_1 - x_1} \, dx_1 - i\frac{\omega A}{U_\infty}. \tag{13-47}
\]
Immediate application of the inversion (13-29) yields
\[
\Delta C_p(x) = \frac{4}{\pi} \sqrt{\frac{c - x}{c - x_1}} \int_0^c \frac{\phi_0(x_1)}{x_1 - x_1} \, dx_1 - 4i\frac{\omega A}{U_\infty} \sqrt{\frac{c - x}{x_1}}. \tag{13-48}
\]
An easy way of eliminating the constant $A$ from (13-48) is to note that $\Delta C_p$ and $2\bar{\tau}$ approach one another at the leading edge $z = 0$, since $\Gamma(0) = 0$. Multiplying through by $\sqrt{x}$ to cancel the singularity, we may therefore equate the following two limits. From (13-48):

$$\lim_{z \to 0} \left[ \frac{\sqrt{c}}{x} \Delta C_p(x) \right] = -\frac{4}{\pi} \int_0^c \frac{[\phi_0 + i(\omega \bar{\tau}/U_\infty)] dx_1}{\sqrt{x_1(c - x_1)}} - \frac{i \omega A}{U_\infty}, \quad (13-49)$$

and from (13-40):

$$\lim_{z \to 0} \left[ \frac{\sqrt{c}}{x} 2\bar{\tau}(x) \right] = -\frac{4}{\pi} \int_0^c \frac{[\phi_0 - g]}{\sqrt{x_1(c - x_1)}} dx_1. \quad (13-50)$$

Consequently,

$$\frac{i \omega A}{U_\infty} = -\frac{1}{\pi} \int_0^c \frac{i \omega \phi_0(x_1)}{U_\infty} \frac{dx_1}{\sqrt{x_1(c - x_1)}} - \frac{1}{\pi} \int_0^c \frac{\phi(x_1)}{\sqrt{x_1(c - x_1)}} dx_1. \quad (13-51)$$

After replacing $\phi(x_1)$ through (13-28b) and (13-39), we encounter the last of the two integrals evaluated in (13-37) and are ultimately led to

$$\frac{i \omega A}{U_\infty} = -\frac{1}{\pi} \int_0^c \frac{i \omega \phi_0(x_1)}{U_\infty} \frac{dx_1}{\sqrt{x_1(c - x_1)}} - \frac{1}{\pi} \int_0^c \frac{\phi(x_1)}{\sqrt{x_1(c - x_1)}} dx_1 + \frac{2}{\pi c} [C(k) - 1] \int_0^c \frac{x_1}{\sqrt{x(c - x)} \sqrt{c - x}} \phi_0(x_1) dx_1, \quad (13-52)$$

where

$$C(k) = \frac{H^{(2)}_{0}(k)}{H^{(2)}_{1}(k) + i H^{(2)}_{0}(k)} \quad (13-53)$$

is known as Théodorsen's function. We finally use (13-52) to eliminate $A$ from (13-48) and obtain

$$\Delta C_p(x) = \frac{4}{\pi} \sqrt{\frac{c - x}{x}} \int_0^c \sqrt{\frac{x_1}{c - x_1}} \phi_0(x_1) dx_1$$

$$+ \frac{4}{\pi} \sqrt{x(c - x)} \int_0^c \frac{\phi_0(x_1)}{U_\infty} \frac{dx_1}{(x - x_1)\sqrt{x_1(c - x_1)}}$$

$$+ \frac{8}{\pi c} [1 - C(k)] \sqrt{\frac{c - x}{x}} \int_0^c \sqrt{\frac{x_1}{c - x_1}} \phi_0(x_1) dx_1. \quad (13-54)$$

Working from (13-54) as a starting point, it is not difficult to prove such formulas as the following. The amplitude of the oscillatory lift force per unit span is

$$\frac{L}{(\rho_\infty/2)U_\infty^2(c/2)} = -4C(k) \frac{2}{c} \int_0^c \sqrt{\frac{x_1}{c - x_1}} \phi_0(x_1) dx_1 - \frac{4i k}{(c/2)^2} \int_0^c \sqrt{x_1(c - x_1)} \phi_0(x_1) dx_1. \quad (13-55)$$

The amplitude of nose-up pitching moment per unit span, taken about an axis along the mid chord line, is

$$\frac{M_y}{(\rho_\infty/2)U_\infty^2(c^2/2)} = \frac{2}{c} \int_0^c \left[ \frac{1}{\sqrt{c - x_1}} - \frac{4i}{\sqrt{c - x_1}} \phi_0(x_1) dx_1 + \int_0^c \frac{i \omega \phi_0(x_1)}{U_\infty} \frac{1}{\sqrt{x_1(c - x_1)}} \phi_0(x_1) dx_1 \right] \frac{1}{\sqrt{c - x_1}} \phi_0(x_1) dx_1 - C(k) \frac{2}{c} \int_0^c \frac{x_1}{\sqrt{c - x_1}} \phi_0(x_1) dx_1. \quad (13-56)$$

More detail on the application and interpretation of these results will be found in such sources as Section 5-6 of Bisplinghoff, Ashley, and Halfman (1955). It is shown there, for instance, that $C(k)$ may be regarded as the lag in development of bound circulation due to the influence of the shed wake vortices. So-called "quasi-steady theory," which in one version corresponds to neglecting this wake effect, can be recovered by setting $C(k) = 1$ in (13-54)–(13-56).

13-3 Airfoils Oscillating at Supersonic and Sonic Speeds

The two-dimensional version of the problem (13-16)–(13-17) proves much more tractable when $M > 1$ than for $M = 0$. One particularly efficient approach begins by recognizing that any point along the chord can be affected only by conditions upstream, that the variable $x$ has therefore the same unidirectional character as does time in linear-system transients, and that $\phi = 0$ for $x < 0$. Hence Laplace transformation on $x$ seems indicated. By writing the perturbation potential as $\phi e^{iu t}$, we modify (13-16), (13-17), and (13-20) to read

$$(M^2 - 1) \phi_{xx} - \phi_{xx} + 2M^2 \omega /U_\infty \phi_x - M^2 \omega^2 /U_\infty^2 \phi = 0, \quad (13-57)$$

$$\phi_x(x, 0) = \omega_0(x), \quad \text{for} \quad x \geq 0. \quad (13-58)$$
We observe that the position of the trailing edge is immaterial when calculating the flow near the airfoil surface and that our solution should not depend on values of \( \phi_0(x) \) at \( x > c \). This means also that Kutta's condition cannot be enforced, as is known also to be true (Chapter 8) in steady flow and for finite wings with supersonic trailing edges.

Let Laplace transformation be applied, according to the typical formula

\[
\phi^*(z; s) = \int_0^\infty e^{-sx} \phi(x, z) \, dx.
\]  

(13-59)

The transformed equivalents of (13-57) and (13-58) are

\[
\phi_{xx} = \mu^2 \phi^*,
\]

(13-60)

\[
\phi^*(0; s) = \phi_0^*(s),
\]

(13-61)

where

\[
\mu = \sqrt{s^2(M^2 - 1) + 2s \frac{M^2 \omega}{U_a} - \frac{\omega^2 M^4}{U_a^2} \frac{1}{2}}.
\]

(13-62)

A general solution to (13-59) is

\[
\phi^* = A e^{a z} + B e^{-a z}.
\]

(13-63)

If the branch of the square root in (13-62) is chosen so as to keep the real part of \( a \) positive, we must set \( A = 0 \) in the half-space \( z \geq 0+ \) to assure both the boundedness of disturbances at great distances and outward propagation. The solution satisfying (13-61) must therefore be

\[
\phi^*(z; s) = \frac{\phi^*_0(s)}{\mu} e^{-a z}, \quad \text{for } z \geq 0+.
\]

(13-64)

According to the convolution theorem, the physical counterpart of (13-64) may be written

\[
\phi(x, z) = -\frac{1}{B} \int_0^z \phi_0(x_1) e^{-\frac{(x-x_1)^2}{B}} \, dx_1,
\]

(13-65)

where \( e^{-\frac{(x-x_1)^2}{B}} \) is the inverse Laplace operator, and the result of this inversion is to be expressed as a function of \( x - x_1 \). After resort to a table of transforms, one derives the following:

\[
\begin{cases}
\frac{1}{B} \exp\left(-i \frac{\omega M}{U_a B^2} (x - x_1) \right) J_0\left(\frac{\omega M}{U_a B^2} \sqrt{(x - x_1)^2 - B^2 z^2}\right) & \text{for } x_1 < x - B z \\
0 & \text{for } x_1 > x - B z.
\end{cases}
\]

(13-66)

Here \( B = \sqrt{M^2 - 1} \) as in previous chapters. The potential, from (13-65) and (13-66), is for \( z \geq 0+ \):

\[
\phi(x, z) = -\frac{1}{B} \int_0^z \phi_0(x_1) \exp\left[-i \frac{\omega M}{U_a B^2} (x - x_1) \right] \times J_0\left(\frac{\omega M}{U_a B^2} \sqrt{(x - x_1)^2 - B^2 z^2}\right) \, dx_1.
\]

(13-67)

For the lower half-space, the antisymmetry of \( \phi \) yields

\[
\phi(x, -z) = -\phi(x, z).
\]

(13-67b)

Upon introducing dimensionless coordinates, one sees that the "natural" reduced frequency for supersonic flow is some such combination as

\[
\left(\frac{\omega c}{U_a} \right) \left(\frac{M^2}{B^2}\right);
\]

this quantity tends to become very large as \( M \to 1 \), reflecting the short wavelength of some of the wave trains generated by an airfoil oscillating near sonic speed, which will be observed even when the frequency is quite low. For unswept wings, we may say that "unsteadiness" tends to be at a maximum in the transonic range.

More detail on the calculation of supersonic pressures from (13-18) and on other applications will be found in Chapter 6 of Birnir, Ashley, and Halfman (1955), in Miles (1959), and in references cited therein.

The essential nonlinearity of steady, two-dimensional transonic flow disappears in the oscillatory case when \( k \) is sufficiently large. The appropriate linear solution may be constructed by solving (13-57)–(13-58) for \( M = 1 \) in a way directly parallel to the above, or by taking the limit of (13-67) as \( M \to 1 \) with careful introduction of the asymptotic formula for \( J_0 \) of large argument. Either procedure yields, for \( z \geq 0+ \),

\[
\phi(x, z; M = 1) = -\frac{1}{B} \int_0^z \phi_0(x_1) \exp\left(-i \frac{\omega}{2 U_a} \sqrt{(x - x_1)^2 - a^2}\right) \, dx_1.
\]

(13-68)

Uses of this result and the circumstances under which it is valid are discussed in Chapters 1 and 2 of Landahl (1961), and references to further applications will be found there.

13-4 Indicial Motion in a Compressible Fluid

In the analysis of linear systems there exists a well-known duality between phenomena involving simple harmonic response and "indicial" phenomena—situations where an input or boundary undergoes a sudden step or impulsive change. Fourier's theorem enables problems of one type to be treated in terms of solutions of the other, and this is frequently the
most useful avenue to follow in unsteady flow wing theory. There are cases, however, when a direct attack on the indicial motion is feasible.

As a particularly simple indicial problem, let us consider the initial development of flow near the upper surface of a wing (e.g., Fig. 7-1) when a step change occurs in the normal velocity of the surface. Such a specification demands that we reexamine the fundamental development of Section 13-1. Essentially what we are saying is that \( z_n \) in (13-3) is given by

\[
\frac{\partial z_n}{\partial t} = \varepsilon \overline{W} \delta(t), \quad \text{for } (x, y) \text{ on } S, \tag{13-69}
\]

where

\[
1(t) = \begin{cases} 
0, & t < 0 \\
1, & t \geq 0
\end{cases} \tag{13-70}
\]

and \( \omega_0 = \overline{W}/U_n \) is a constant of order unity. Clearly, in the vicinity of the time origin, there is now some interval where rates of change of flow properties are very large. It is useful to study this zone by defining

\[
z = \frac{t}{e}, \quad t = \frac{t}{e} \tag{13-71}
\]

and replacing the inner series (13-5) by

\[
\phi^i = U_n \delta(x + x, y, z, t) \tag{13-72}
\]

Once again we are led to the conclusion that \( \phi^i \) carries the first significant disturbances, but now its differential equation and upper-surface boundary condition are

\[
\phi^i_{zzz} = \frac{1}{\alpha_n} \phi^i_z \tag{13-73}
\]

and

\[
\phi^i_z = \frac{1}{U_n} \frac{\partial \phi^i}{\partial t}, \quad \text{at } z = \overline{f}, \quad \text{for } (x, y) \text{ on } S. \tag{13-74}
\]

(This statement is actually unchanged if \( \omega_0 \) depends on \( x \) and \( y \).) Equations (13-73)-(13-74) describe the linearized field due to a one-dimensional piston moving impulsively into a gas at rest. The solution reads

\[
\phi^i_z = \frac{1}{\alpha_n} \phi^i_z = \omega_0 1 \left( t - \frac{x}{\alpha_n} \right), \tag{13-75}
\]

and it is easily shown that the overpressure on the wing surface (or piston face) is

\[
p_n - p_m = \rho_n \alpha_n \frac{\partial z_n}{\partial t}. \tag{13-76}
\]

All of these solutions are quite independent of flight Mach number \( M \), so long as the disturbance velocities remain small compared with \( a_m \).

After a short time interval, the foregoing results make a continuous transition to solutions determined from (13-16)-(13-17). Moreover, for \( t \gg c/U_n \), the indicial solution must settle down to the steady-state result for a wing at angle of attack \(- \varepsilon \sigma_0\). This behavior can be demonstrated using the method of matched asymptotic expansions, but the details are much too complicated to deserve elaboration here.

Perhaps the most interesting aspect of (13-75) and (13-76) is their general applicability, when \( M > 1 \), for any small unsteady motion. At high Mach number, fluid particles pass the wing surface so rapidly that all of the disturbed fluid near this surface remains both in the inner \( z \) and \( t \)-fields; except for large values of \( x \) far behind the trailing edge the outer field experiences no disturbance at all. Hence the piston formula, (13-76), yields for any instant the pressure distribution over the entire wing, a result which can also be extended into the nonlinear range (Lighthill, 1953).

### 13-5 Three-Dimensional Oscillating Wings

The general planar wing problem, (13-16)-(13-17), has stimulated some imaginative research in applied mathematics. For \( M > 1 \), there are many analytical solutions appropriate to particular wing planform shapes, such as rectangular or delta, and all details have been worked through for elementary modes of vibration like plunging and pitching.

Miles (1959) constitutes a compendium of such supersonic information, as does Landahl (1961) for the vicinity of \( M = 1 \). In the range \( 0 < M > 1 \) the only available exact linearized results pertain to the two-dimensional airfoil, whereas in constant-density fluid a complete and correct analysis has been published for a wing of circular planform.

Since the advent of high-speed computers, numerical methods have been elaborated to cover very general wing geometry and arbitrary continuous deflection shapes. The approach for subsonic speed has been through superposition of acceleration-potential doublets, culminating in complete lifting surface theories which generalize the steady-flow results of Section 7-6. The definitive works are those of Watkins et al. (1955, 1959).

The influence-coefficient methods mentioned in Chapters 8 and 11 have proved adaptable to supersonic wings, although there are some details of the treatment of singularities that have apparently been resolved only very recently. Nonplanar wings and interfering systems represent an extension that is likely to be mechanized successfully within a short period of time.
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List of Symbols

Major Notation for General Use

\( a \) Speed of sound

\( a \) Fluid particle acceleration

\( A = \frac{b^2}{S} \) Aspect ratio of wing

\( B = \sqrt{M^2 - 1} \) Supersonic parameter

\( B(x, y, z, t) = 0 \) Equation describing the surface of a wing or body

\( C_B = \frac{D}{\frac{1}{2} \rho U'^2 S} \) Drag coefficient

\( C_L = \frac{L}{\frac{1}{2} \rho U'^2 S} \) Lift coefficient

\( C_p = \left( p - p_\infty \right) / \frac{1}{2} \rho U'^2 S \) Pressure coefficient

\( D \) Drag, or streamwise force experienced by wing or body

\( \dot{i} \) Acceleration due to gravity

\( i, j, k \) Unit vectors in directions of \( x, y, z \), respectively

\( k = \omega l / U \) Reduced frequency

\( l \) Reference length of object in flow (usually chord length or other streamwise dimension); lift per unit span; real constant identifying singular points of Joukowski-Kutta transformation

\( L \) Lift, or force normal to flight direction in plane of symmetry, experienced by wing or body

\( M = \frac{U}{a} \) Flight Mach number

\( n \) Magnitude of \( n \)

\( \hat{n} \) Unit vector normal to surface (usually directed outward from volume \( V \) bounded by surface \( S \))

\( \mathcal{O}(\ldots) \) Identifies a quantity of the same order as or smaller than \( \ldots \)

\( p \) Static pressure in fluid

\( q \) Magnitude of \( q \); "complex velocity" \( (u - iw) \) in the \( x, z \)-plane

\( \mathcal{Q} \) Total velocity vector of fluid particles (dimensional)

\( \mathcal{Q} \) Denotes any surface; examples are the closed boundary of volume \( V \), the projected mean surface of a wing, or the cross-sectional area of a slender body

\( t \) Time coordinate (dimensional)

\( T \) Absolute temperature; kinetic energy; total forward force theoretically experienced at a subsonic leading edge of a thin wing

\( U, V, W \) \( x, y, z \)-components of \( \mathcal{Q} \) (made dimensionless by division with \( U \))

\( U \) Flight speed or free-stream speed

\( \alpha \) Angle of attack of wing, measured from some convenient reference attitude

\( \beta = \sqrt{1 - M^2} \) Prandtl-Glauert parameter

\( \gamma \) Ratio of specific heats of gas; dimensionless spanwise circulation component, per unit chordwise distance, bound to wing

\( \Gamma = \oint \mathcal{Q} \cdot ds \) Circulation bound to airfoil or wing (dimensional)

\( e \) Small parameter in asymptotic expansion procedure (various physical meanings); conformal angular distortion in Theodorsen procedure

\( \rho \) Density of fluid

\( \sigma \) Small spherical surface surrounding field point \( P \)

\( \Sigma \) Summation sign; surface forming the outer boundary of a fluid mass

\( \varphi \) Disturbance velocity potential (dimensions of length, or made dimensionless by division with \( l \) \( (\varphi = U_\alpha(x + \varphi) \))

\( \Phi \) Total velocity potential; complex potential function of constant-density flow perturbation \( (\Phi = \mathcal{Q} \Phi) \)

\( \psi \) Disturbance stream function

\( \Psi \) Total stream function; acceleration potential

\( \omega \) Circular frequency of simple harmonic motion

\( ds \) Vector differential element of arc

\( \frac{D}{Dt} = \frac{\partial}{\partial t} + (\mathcal{Q} \cdot \nabla) \) Substantial or material derivative

\( \ldots \) Identifies ambient properties of the uniform stream

\( \ldots \) Identifies properties of "inner" solution in method of matched asymptotic expansions

\( \ldots \) Identifies properties of "outer" solution in method of matched asymptotic expansions

\( \ldots \) Identifies nth term (coefficient of \( e^n \)) in series for "inner" solution

\( \ldots \) Identifies nth term (coefficient of \( e^n \)) in series for "outer" solution
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_n (n = 1, 2, 3, \ldots)$</td>
<td>Complex constants in conformal transformation series</td>
</tr>
<tr>
<td>$a, b, c, \ldots$</td>
<td>Constants associated with corners of a polygon in Schwarz-Christoffel transformation</td>
</tr>
<tr>
<td>$A_n$</td>
<td>Fourier coefficients used in wing and slender-body load and area distributions</td>
</tr>
<tr>
<td>$A, B, C, P, Q, R, \ldots$</td>
<td>Inertia coefficients of a body moving through liquid</td>
</tr>
<tr>
<td>$c_p, c_v$</td>
<td>Specific heats at constant pressure and volume, respectively</td>
</tr>
<tr>
<td>$C_n = A_n + iB_n$</td>
<td>Complex constants in Theodorsen transformation series</td>
</tr>
<tr>
<td>$D$</td>
<td>Induced drag of wing or body</td>
</tr>
<tr>
<td>$E(k)$</td>
<td>Complete elliptic integral of the second kind and modulus $k$</td>
</tr>
<tr>
<td>$f, f_i$</td>
<td>Functions describing the shape of upper and lower surfaces of wing</td>
</tr>
<tr>
<td>$F$</td>
<td>Vector body force per unit mass; resultant force vector</td>
</tr>
<tr>
<td>$F, F_i$</td>
<td>Components of force experienced by a two-dimensional profile</td>
</tr>
<tr>
<td>$g(x)$</td>
<td>Function of $x$ occurring in slender-body theory</td>
</tr>
<tr>
<td>$g'(x)$</td>
<td>Normalized semithickness distribution of wing or airfoil</td>
</tr>
<tr>
<td>$h$</td>
<td>Specific enthalpy</td>
</tr>
<tr>
<td>$H(x)$</td>
<td>Normalized camber distribution of wing or airfoil</td>
</tr>
<tr>
<td>$K$</td>
<td>Kernel function of lifting surface integral equation</td>
</tr>
<tr>
<td>$l$</td>
<td>Lifting element (dimensionless)</td>
</tr>
<tr>
<td>$m(= \beta/(\tan \lambda))$</td>
<td>Parameter measuring subsonic $(m &lt; 1)$ or supersonic $(m &gt; 1)$ character of wing leading edge</td>
</tr>
<tr>
<td>$m, n$</td>
<td>Integers identifying terms in spanwise and chordwise series, respectively, describing circulation distribution on a wing</td>
</tr>
<tr>
<td>$(m, n); (G, \mu, l)$</td>
<td>Numbers identifying centers of “receiving” and “sending” area elements in supersonic wing theory</td>
</tr>
<tr>
<td>$m'$</td>
<td>Parameter related to $m$ by Eq. (8-39)</td>
</tr>
<tr>
<td>$M$</td>
<td>Resultant moment vector</td>
</tr>
<tr>
<td>$M_0$</td>
<td>Moment about axis through origin experienced by a two-dimensional profile</td>
</tr>
<tr>
<td>$r$</td>
<td>Distance from boundary point to field point</td>
</tr>
<tr>
<td>$r, \theta$</td>
<td>Polar coordinates</td>
</tr>
<tr>
<td>$Re(= U_d/\nu)$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$Re(1)$</td>
<td>Real part of a complex number</td>
</tr>
<tr>
<td>$R(\sigma)$</td>
<td>Radius of body of revolution</td>
</tr>
<tr>
<td>$R_h$</td>
<td>Hyperbolic radius between points in supersonic flow field</td>
</tr>
</tbody>
</table>

**Specialized Notation**

- $S$: Specific entropy
- $s(x)$: Semispan at chordwise station $x$ on a low aspect-ratio wing
- $u(= u + jv + kw)$: Linear velocity of rigid solid
- $\dot{C}, \dot{P}, \dot{W}$: Analytic functions of $\xi$ in conical-flow theory, such that $\dot{C} = u + j\nu$, etc., $u$ being the $x$-velocity component
- $U_r, U_\theta$: Velocity components in polar coordinates (dimensional)
- $\Upsilon, \Upsilon_i$: Velocity components in $\xi, \eta$-plane
- $\varphi(= \varphi + j\omega + k\xi)$: Complex potential function for two-dimensional flow
- $X(= x + ji)$: Complex variable in $y$, $z$-plane
- $Y(= x + ji)$: Complex variable in $x$, $z$-plane
- $\alpha(= \alpha + \beta)$: Coordinate describing location of mean surface of non-planar wing
- $Z(= x + ji)$: Complex variable in $z$, $y$-plane
- $Z'$: Complex variable for intermediate plane used in Theodorsen's procedure
- $\alpha, \beta, \gamma, \ldots$: Interior angles between sides of polygon in Schwarz-Christoffel transformation
- $\alpha_{x, y}$: Dimensionless chordwise and spanwise variables replacing $x, y$ in subsonic wing theory
- $\lambda(= i\lambda + j\lambda_2 + k\lambda_3)$: Vector of angular momentum of liquid mass
- $\mu$ (dynamic coefficient of viscosity)
- $\nu(= \mu/\rho)$: Kinematic coefficient of viscosity
- $\xi$: Used generally for linear momentum of liquid or gaseous mass (components $\xi_1, \xi_2$, and $\xi_3$)
- $r$: Semithickness or thickness ratio of airfoil or wing; dimensionless time coordinate
- $\varphi, \psi, \theta$: Dimensionless coordinates used in Theodorsen's procedure
- $\varphi(= \varphi_1 + j\varphi_2 + k\varphi_3)$: Velocity potentials associated with unit linear and angular motion, respectively, of a solid through a liquid
- $\Phi(= \Phi_1 + j\Phi_2 + k\Phi_3)$: Aerodynamic influence coefficient for velocity potential
- $\omega(= k\lambda + j\lambda_2 + k\lambda_3)$: Angular velocity of rigid solid
- $\Omega$: Potential of conservative body force field ($F = \nabla \Omega$)
LIST OF SYMBOLS

\( \cdot \cdot \cdot \), \( \cdot \cdot \cdot \) _B \) Identifies base of slender body

\( \cdot \cdot \cdot \), \( \cdot \cdot \cdot \) _R \) Properties of a given (forward) flow and a second flow obtained from it by operations that include reversing the free-stream direction

\( \cdot \cdot \cdot \) _u, \( \cdot \cdot \cdot \) _w \) Associated with lower and upper surfaces, respectively, of airfoil or wing

\( \cdot \cdot \cdot \) _LE, \( \cdot \cdot \cdot \) _TE \) Associated with leading and trailing edges, respectively, of wing

\( \cdot \cdot \cdot \) _NP \) Identifies a nonplanar lifting surface

\( \cdot \cdot \cdot \) _i \) Dummy variable of integration, replacing the same quantity without subscript

Index

Acceleration potential, 19, 130, 211
Adiabatic fluid, 2
Aerodynamic center, 58
Aerodynamic influence coefficient (AIC), 220, 223
Affine bodies, 237
AIC; see Aerodynamic influence coefficient
Airfoil, oscillating, 255
thin theory, 88, 97, 150
two-dimensional, 124
d'Alembert's paradox, 36, 60, 129
Angular impulses, 35
Angular momentum, 32
Area rule, supersonic, 184, 188
transonic, 118
Arrowhead wing, 123
Asymptotic expansion; see Matched asymptotic expansions
matching principle, 69
series, 61
Barotropic fluid, 3, 10, 17
Bernoulli equation, 15, 16, 24, 76,
78, 79, 249
Betti number, 42
Biplane, 215, 223
Busemann, 203
BlaSius, equation, 49
solution, 77, 78
Body, affine, 237
blunt, 40
equivalent, 182, 183
equivalence rule for general slender body, 109, 115
nonlifting, 40, 202
optimum shape, 179
of revolution, 99–107, 118, 122, 178
Sears-Haack, 180, 181, 188, 203
slender, 99–124, 166, 168, 174, 178,
179
-wing combination, 99, 111–113,
117, 118, 122, 123, 184–189
Bound circulation, 134, 140, 250
Boundary layer, 71–80
displacement thickness, 78
effects, 73
equation, Prandtl, 77, 78, 79
on flat plate, 73
thickness of laminar, 59, 71
thickness of turbulent, 71
transition from laminar to
turbulent, 72
Camber, amount of, 81, 137
effect, 95
flow due to, 86
line, 51
Cambered profile, 51
Cauchy principal value integral, 91,
132, 136
Cauchy-Riemann relations, 46, 104,
165
Chordwise load distribution, 146
Circulation, 3, 41, 44, 95, 130, 134,
136, 145
bound, 134, 140, 250
Circular cylinder, moving, 37
Combined flow field, 198–207
Complex perturbation velocity, 89,
91, 112
Complex potential, 97, 121
Composite solution, 69, 70, 110
Compressible flow, 87, 125, 246
Compressibility corrections for wings, 124
Conformal transformation, 50
Conical flow, 157, 162
Conservation, of energy, 2
of mass, 1, 9, 13
of momentum, 2, 3
Conservative body force field, 3
Constant-density flow, 46, 50, 60, 81, 127, 129, 249
inviscid, 21
perturbation equation, 125
Continuity equation, 1
Crocco theorem, 10
Crossflow, 119
Cusp at the trailing edge, 52, 95

Delta wing, drag, 169, 228
lift, 122, 123, 168, 228
pressure on, 151, 156, 168
supersonic flow around, 156, 162-170
Dirichlet problem, 21
Displacement thickness, 78
Divergence theorem, Gauss, 4, 8, 13, 22, 23
Doublet, 28, 38, 39, 40, 57, 210, 211
Drag
at supersonic speeds, 173-207
due to lift, 173, 189, 199
in forward and reverse flow, 195
due to thickness, 129, 173
in forward and reverse flow, 196
due to skin friction, 173
Hayes formula, 192, 193
induced, 126, 135, 136
interaction between lift and
thickness distributions, 191
minimum, 190, 200
nonlifting body, 202
of delta wing, 168, 228
of a linear source distribution, 175-178, 182, 183, 196, 197
of general source distribution, 181-183
of slender bodies in supersonic flow, 113-118
pressure, 118
vortex, 175, 190, 198
wave, 113, 173-178, 189-191
minimum, 190
Ellipsoid, motion of, 40
Energy, equation, 2
kinetic, 23, 25, 30, 31, 136, 175
Enthalpy, 2, 15
Entropy, 2
effect of variation, 83
Envelope, Mach, 204, 206
Equation of state, 2
Equivalence rule, for pressure drag, 118
for slender body, 109
Equivalent, body of revolution, 109, 118, 182, 183
wing, 125
Evvard-Krasilshchikova method, 167, 171
Expansion, in a small parameter, 62
for pressure drag, 118
for slender body, 109
process of motion, 81, 109, 118, 125, 182, 183
Flutter, 245
Free water surface effect, 216
Frontal area elements, 193
Froude number, 216
Gauss divergence theorem, 4, 8, 13, 22, 23
Görtler-Prandtl-Glaucert law, 120, 209
Green theorem, 22, 23, 24, 108, 116
Ground effect, 216
Hayes drag formula, 181-184, 192, 193
Helmholtz theorem, 7, 10
Horseshoe vortex, 87, 148, 183, 193, 206
Hydrokinetic symmetries, 37
Ideal fluid, 7
Impulsive pressure, 24
Independence of scale, 5
Indicial motion, 237
Induced, angle of attack, 140
drag, 126, 135, 136
Inertia tensor, 31
Inner and outer, expansion method, 62
boundary, 21, 68, 76
boundary condition, 21, 68, 76
line theory, 137, 142, 146, 150
problem, 86, 91, 94, 96, 129, 131
surface, 86, 148
nonplanar, 220
wing-body combination, 122

Limit matching principle, 67, 76, 84
application, see Matching
Lineal source distribution, 175-178, 182, 183, 196, 197
Low aspect ratio, wing, 99
wing-body combination, 99
Mach envelope, 204, 206
rim, 204
Matched asymptotic expansions, 62
70, 71, 85, 93, 137, 259
Matching outer and inner solution, 67, 69, 70, 71, 78, 77, 79, 80, 83, 84, 85, 93, 100, 109, 124, 130, 140, 232, 236, 259
von Mises, equation, 54
transformation, 52, 53
Momentum, angular, 15
theory, 4, 152, 173, 206
Multiply connected flows, 42, 44
Navier-Stokes equations, 45, 57, 71, 73, 75
Neumann problem, 21
Noncirculatory flow, 42
Nonlifting, body, 40
problem, 99
wing, 154
Nonplanar, configurations, 245
lifting surface, 208
Numerical integration schemes, 170
Octupole, 28
Ogive, von Karman, 180, 191, 202
- Trefftz transformation, 52
Kelvin, equation, 16
impulse, 33, 35, 36, 40, 44, 57
theorem, 3, 10, 43
Kinetic energy, 23, 25, 30, 31, 136, 173
Kirchhoff scheme, 31
Kutta formula, 95, 134
Kutta-Joukowsky condition, 88, 73, 82, 93, 135, 153, 249, 256
theory, 45
Lagrange equations, 31, 32, 35, 36
Laminar flow profile, 56, 72
Leading-edge separation, 113
Lift, 57, 58, 120, 126, 134, 142, 146, 150
coefficient, 95, 122, 123, 157, 168
curve slope, 126, 142
on slender body, 120-123
Lifting, elements, 183, 184, 194, 195, 198, 200
line theory, 137, 142, 146, 150
problem, 86, 91, 94, 96, 129, 131
surface, 86, 148
nonplanar, 220
wing-body combination, 122
Point, source, 28, 47
vortex, 47

Selected mathematical theorems, 63, 71, 100, 203, 249, 256
Portable axes, 29, 32, 35
Potential, acceleration, 19, 130, 211
velocity, 86, 101, 109, 111, 124, 130, 135, 153, 154, 162, 175, 233
physical interpretation of velocity potential, 24
Prandtl, boundary layer equation, 77, 78, 79
- Glauert rule, 96, 124, 126
method, 137
number, 6
Pressure, coefficient, 17, 82, 85, 89, 95, 96, 97, 101, 129, 127, 128, 134
drag, 175
minimum, 192
gradient, 72, 194
Quadrupole, 28
Quasi-steady theory, 255
Rankine-Hugoniot conditions, 82
Rankine ovoids, 40
Reciprocal theorem, 24, 25
Rectilinear, acceleration, 36
motion, uniform, 36
Response to aerodynamic turbulence, 245
Reynolds number, 6, 107, 71, 72, 73
Riemann theorem, 60
Rigid solid moving in fluid, 22-35
Rolling moment, 135
Rotational, three-dimensional flow, 11
two-dimensional flow, 10
Schwarz-Christoffel transformation, 57
Sears-Haack body, 180, 181, 188, 203
Self-similar solution, 77
Separated flow, 72, 112
Separation, instantaneous, 45
leading edge, 113
Shear layer, 71, 73
Shock-wave-boundary-layer interaction, 98
Side force elements, 183, 194, 195
Similarity relations, 124, 125
Similarity rules for transonic flow, 237-239
Simple planform, 156
Singular, perturbation problems, 60-70, 71, 142
point of transformation, 51
solution, 47, 48
Slender body, 81, 173
theory, 99-123
of general shape, 107-110
of revolution, 81, 99-107, 178-181
Sonic barrier, 227
Sound velocity, 18, 82, 92
Source, 87, 88, 183, 193, 223
sheet, 129
solution, 28, 175
Sphere, moving, 38
State, equations of, 2
Stokes theorem on rotation, 4, 7, 10, 42
Stream function, 74, 121
tube, 7, 229
Stretching, 65, 66, 83, 128, 117
Subcritical Mach number, 127
Subsonic flow, 87, 102, 124
leading and trailing edges, 153
Substantial time derivative, 1
Supersonic flow, 87, 102, 153, 173
Supersonic leading and trailing edges, 153, 166
Swallowtail wing, 123
Theodorsen, function, 254
theory, 56, 57
transformation, 54
Thermodynamic, energy, 15
second law, 2
Thickness, distribution, 128, 201, 202
drag, 129
elements, 198
problem, 86, 127, 133
ratio, 81, 125
Thin airfoil, in incompressible flow, 88
in supersonic flow, 97
theory, 88-98, 160
Thin-wing theory, 81-86, 153-172
Topology of flow regimes, 41
Transonic, area rule, 118
equation, 230, 236
parameter, 233
region, 107
small disturbance flow, 227-244
Transverse, forces, 119
moments, 119
Trefz plane, 135, 174, 195, 206, 209, 219
Tricomi equation, 241
Tschaplygin transformation, 163, 167, 170
Turbulent, boundary layer, 71
mixing, 73
wake, 72
Two-dimensional, airfoil, 124
flow, 37, 46, 50, 92
unsteady, 249
Unsteady flow, 151, 245-259
constant-density, 28-49, 119
potential, 39
Velocity perturbation potential, 88, 101, 109, 111, 124, 130, 135, 153, 154, 162, 175, 233
Viscosity effects, 71, 75
Viscous sublayer, 72
Volume elements, 194
Vortex, core, 45
drag, 113, 135, 175
filament, 87
horseshoe, 87, 148, 183, 193, 206
line, 136
point, 44
sheet, 132, 133, 135
simple, 42
strength, 250
theorems, 7, 8, 9
Vorticity, influence of, 45
Wake, 45, 130
Wave drag, 113, 173-178, 189-191
Weissinger L-method, 145
Wing, arrowhead, 123
-body combination, 99, 110-123, 123
delta; see Delta wing
in subsonic flow, 124-152
in supersonic flow, 153-171
low aspect ratio, 99, 123, 146-147
oscillating, 245-260
of simple planform, 156
swallowtail, 123
thin, 81-98
Wrench, 53